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#### Abstract

In this paper accuracy of a simple and effective method for tracking interfaces in two-dimensional area is investigated. The method is based on the level set method (LSM) with "brute force" reinitialization algorithm. A comparison of numerical solution with an analytical solution is presented and discussed.
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## Introduction

One of the most popular numerical techniques for tracking internal boundaries developed in the recent years is LSM. This method can perform numerical computations on a fixed grid. Also, LSM makes it very easy to follow internal interfaces when they split, merge, develop holes, etc. It is very useful in two- and three--dimensional cases. A level set method was developed by J.A. Sethian and S. Osher in the 1980s [1] and extensively used for the next years [2-7]. LSM is a powerful and widely-used method for the propagation of internal interfaces during solidification of pure metals [8,9] and alloys in the micro-scale, two-phase flows, cracks propagation, computer vision, images processing, etc.

One of the main challenges facing the researchers during years was to study the accuracy of numerical solutions based on the LSM. The method can provide results of varying accuracy depending on the accuracy of the spatial discretization of the area or volume. Additionally, reinitialization procedure introduces an extra error often called "the area loss" $[10,11]$.

## 1. Governing equation

Hyperbolic first order differential equation governs the movement of internal boundary

$$
\begin{equation*}
u_{n}|\nabla \varphi|=-\frac{\partial \varphi}{\partial t} \tag{1}
\end{equation*}
$$

where $u_{n}\left[\mathrm{~m} \mathrm{~s}^{-1}\right]$ is the velocity of the interface in the normal direction computed according to the equation shown below

$$
\begin{equation*}
u_{n}=\mathbf{n}^{s} \cdot \mathbf{u}=\frac{\nabla \varphi}{|\nabla \varphi|} \cdot \mathbf{u} \tag{2}
\end{equation*}
$$

Equation (1) describes the so-called initial problem. In the case of such problems only initial condition must be defined. The distance function $\varphi$ i.e. position of the interface at $t=0 \mathrm{~s}$ must be known.

## 2. Examples of calculation

Test calculations were performed for the simple case of internal interfaces moving at a constant speed. In each test, the temporary positions of the interface were calculated analytically and then compared with the positions which were calculated numerically.


Fig. 1. Test area (dimensions in meters)
The test area was a square of $2 \times 2 \mathrm{~m}$ (Fig. 1). It was subjected to a spatial discretization using triangular finite elements. The number of nodes in the direction of horizontal and vertical axis was 201, corresponding to a total of 40401 nodes in the whole mesh.

The first test concerned the movement of the interface forming a straight line at a constant speed of $v=0.01 \mathrm{~m} \mathrm{~s}^{-1}$. The initial position of the internal boundary has been fixed for $x_{0}=-1$. The direction of movement was determined along the horizontal axis. Exact position of the interface was calculated with the use of following equation

$$
\begin{equation*}
X(t)=x_{0}+v t \tag{3}
\end{equation*}
$$

Figure 2 shows temporary positions of the interface calculated numerically and analytically. The differences between them are negligible. The area over which the interface was moving is calculated. The percentage of the area to the entire region is calculated. The exact and numerical results are summarized in Table 1. The differences do not exceed $0.25 \%$.


Fig. 2. The position of the interface at $25,100,175 \mathrm{~s}$ after the start

Table 1
Percentage share of the area on the left side of the interface

| Time <br> $[\mathrm{s}]$ | Exact results <br> $[\%]$ | Numerical results <br> $[\%]$ |
| :---: | :---: | :---: |
| 25 | 12.5 | 12.6 |
| 100 | 50.0 | 50.17 |
| 175 | 87.5 | 87.73 |

A second test concerned the expansion of the circular interface with an initial radius of $r_{0}=0.01 \mathrm{~m}$ at a constant speed of $v=0.01 \mathrm{~m} \mathrm{~s}^{-1}$. Exact length of the radius was calculated according to the following formula

$$
\begin{equation*}
R(t)=r_{0}+v t \tag{4}
\end{equation*}
$$

Temporary positions of the interface are presented in Figure 3. Small deformation of the shape is observed. Calculated temporary positions of the zero level isolines are not perfect circles. Table 2 shows the percentages of the areas surrounded by the interface. The differences obtained by comparing the positions calculated analytically and numerically do not exceed $2.5 \%$.

Percentage share of the area inside the interface

| Time <br> $[\mathrm{s}]$ | Exact results <br> $[\%]$ | Numerical results <br> $[\%]$ |
| :---: | :---: | :---: |
| 0 | 0.7817 | 0.7817 |
| 15 | 4.902 | 4.688 |
| 40 | 19.615 | 18.865 |
| 65 | 44.175 | 42.718 |
| 90 | 78.54 | 76.202 |



Fig. 3. The position of the interface at $0,15,40,65,90 \mathrm{~s}$ after the start

The last test concerned the expansion of the two interfaces in the shape of circles arranged symmetrically with respect to the y-axis, with initial radii of $r_{1}=r_{2}=0.01 \mathrm{~m}$ at constant velocities $v_{1}=v_{2}=0.01 \mathrm{~m} \mathrm{~s}^{-1}$. Exact length of each radius was calculated according to the formulas shown below

$$
\begin{equation*}
R_{1}(t)=r_{1}+v_{1} t, \quad R_{2}(t)=r_{2}+v_{2} t \tag{5}
\end{equation*}
$$

Temporary positions of the interfaces are presented in Figure 4. The differences between the positions calculated analytically and numerically are acceptable and even less than that of the second test. Table 3 summarizes the test results.

The differences between calculated values resulting from the error of the adopted numerical method are less or equal to $1.7 \%$.


Fig. 4. The position of the interface at $0,15,40,65,90 \mathrm{~s}$ after the start
Table 3
Percentage share of the area inside the jointed interfaces

| Time <br> $[\mathrm{s}]$ | Exact results <br> $[\%]$ | Numerical results <br> $[\%]$ |
| :---: | :---: | :---: |
| 0 | 0.7817 | 0.7817 |
| 15 | 4.902 | 4.688 |
| 40 | 19.615 | 18.865 |
| 65 | 44.175 | 42.718 |
| 90 | 78.54 | 76.202 |

## Conclusions

On the basis of the results obtained during the tests it was found that the errors in the numerical solutions are of acceptable degree thus the method of tracking internal boundaries is effective.
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