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Abstract. In this paper, we propose a method for studying the reliability of series systems 

with redundancy and repair facilities. We consider arbitrary distributions of the units’ time 

to failure and exponentially distributed recovery times. The approach based on the use of 

fictitious phases and hyperexponential approximations of arbitrary distributions by the 

method of moments. We consider cases of fictitious hyperexponential distributions with 

paradoxical and complex parameters. We define conditions for the variation coefficients of 

the gamma distributions and Weibull distributions, for which the best and same accuracy  

of calculating the steady-state probabilities is achieved in comparison with the results  

of simulation modeling.  
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1. Introduction  

Series systems of identical independent units with a common group of redun-

dant units are common in engineering practice. Formally, such a structure appears 

if a system consists of units of several types [1]. A set of units of the same type can 

be considered as a “series system”, for which there is a stock of spare units. It is 

reasonable to consider these spare units as unloaded; these units wait for being 

switched into operating position after one of the operating units has failed. Failed 

units are directed to a repair shop from where, after recovery, they again enter  

the system’s stock. The switching of a spare unit into an operating position is  

usually assumed instantaneous. 

Recoverable series systems differ by their recovery processes. Assume that  

although a system stops functioning in normal mode, but during recovering a cur-

rently failed unit new failures may appear. In principle, in this case one can observe 
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even a situation when all system units have failed. It can happen if, for instance,  

a recovery process is very slow.  

Consider a system that consists of r m n   identical units, namely, n  main 

operating units and m  unloaded redundant units. The system stops functioning  

in normal mode at the moment when the number of failed units reaches 1.m    

Assume that those 1n   units that were serviceable at the moment of system  

failure, in idle time during recovery, continue to operate and may fail. In addition, 

the number c  of repair facilities can be restricted (c  r), so failed units can form 

a queue for recovering. 

If we consider the described system as a queueing system, then in the absence 

of redundant units ( 0m  ), it is a classical closed queueing system [2]. The closed 

system is also known as a system with a finite number of sources or the Engset  

system. 

In most academic approaches, a random time to failure and a random recovery 

time are assumed exponentially distributed for all units that give a possibility to use 

the Markov model for a reliability study. In this paper, we consider arbitrary distri-

butions of the units’ time to failure and exponentially distributed recovery time. 

The method of potentials was used in [3] to construct an algorithm that makes  

it possible to calculate the steady-state distribution of the number of failed units for  

a single-channel closed system with an exponential distribution of the units’ time to 

failure and an arbitrary distribution of recovery time. This method is not suitable 

for arbitrary distributions of the units’ time to failure. 

A method for calculating steady-state probability distributions of the multichan-

nel closed queueing systems with exponential distribution of the time to failure and 

an arbitrary distribution of recovery time is proposed in [4].  

Works [2, 4-8] show that the use of hyperexponential approximation (denoted 

by lH ) makes it possible to determine with high accuracy the steady-state prob- 

abilities of non-Markovian queuing systems. These probabilities are determined  

using solutions of a system of linear algebraic equations obtained by the method  

of fictitious phases. To find parameters of the lH -approximation of a certain distri- 

bution, it is sufficient to solve the system of equations of the moments method. For 

the values 1V   of the variation coefficient, the roots of this system are complex- 

-valued or paradoxical (i.e., negative or with probabilities that exceed the bounda-

ries of the interval [0, 1] ) but in most cases as a result of summation of probabili-

ties of microstates, their complex-valued and paradoxical parts are annihilated. 

The purpose of the paper is to use the hyperexponential approximation method  

for studying the reliability of series systems with redundancy and repair facilities 

for the case of arbitrary distributions of the units’ time to failure and exponentially 

distributed recovery time. We define conditions for the variation coefficients of the 

gamma distributions and Weibull distributions, for which the best or same accuracy 

of calculating the steady-state probabilities is achieved in comparison with the  

results of simulation modeling. 
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Let p
k
 be the steady-state probability of having k failed units, then the stationary 

reliability indices of the system are determined by the formulas: 

 
0 1

, .
m r

k k

k k

K p N kp
 

    (1) 

Here K is the stationary availability coefficient, and N is the average number of 

failed units. 

2. Equations for steady-state probabilities  

The hyperexponential distribution of order l is a phase-type distribution and pro- 

vides for choosing one of l alternative phases by a random process. With probabil-

ity y
i 
, the process is at the i-th phase and is in it during an exponentially distributed 

time with a parameter 
i 
. 

Suppose that the units’ time to failure is distributed according to the hyperexpo- 

nential law H
l
 with probabilities 

i
 and parameters 

i
 (1  i  l), and the units’  

recovery times are independent random variables distributed according to the  

exponential law with parameter . Let us denote the corresponding closed queue-

ing system by H
l
/M/c/r and we will use it for approximate calculation of the steady-

state probabilities of the G/M/c/r closed queueing system.  

We will demonstrate the features of constructing equations for steady-state 

probabilities using the H
3
/M/c/r system as an example of the H

l
/M/c/r system. 

Let us enumerate the H
3
/M/c/r system’s states as follows: x

k(i, j, u)
 is the state 

where there are k failed units (0  k  r), and i, j, u are the number of units  

for which the time to failure is in the first, second and third phase, respectively.  

We denote by p
k(i, j, u)

 steady-state probabilities that the system is in the state x
k(i, j, u) 

. 

Since the process of changing the states of the system is Markovian with continu-

ous time for the steady-state probabilities p
k(i, j, u) 

, we obtain a system of linear alge-

braic equations that follows from the Kolmogorov system of differential equations. 

We use the notation: 

 
, 1 1, 1, 1 1,

, 1; , 1.
k k

k k c k k c
A B

c c k r c c k r

       
  

      
 (2) 

Let us write the equations corresponding to the states x
0(n,0,0) 

, x
0(0,n,0)

 and  

x
0(0,0,n)

: 

 
1 0( ,0,0) 1( ,0,0) 2 0(0, ,0) 1(0, ,0)

3 0(0,0, ) 1(0,0, )

0, 0,

0.

n n n n

n n

n p p n p p

n p p

   

 

     

  
 (3) 
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On the example of the equation corresponding to the state x
0(i,n–i,0) 

, we show  

the structure of the equations for the states x
0(i,n–i,0) 

, x
0(i,0,n–i)

 and x
0(0,i,n–i)

: 

  1 2 0( , ,0) 1( , ,0)( ) 0, 1 1.i n i i n ii n i p p i n            (4) 

Let us write the equation corresponding to the state x
0(i,j,n–i–j)

: 

 
 1 2 3 0( , , ) 1( , , )( ) 0,

1 2, 1 1 .

i j n i j i j n i ji j n i j p p

i n j n i

            

      
 (5) 

Let us give examples of equations corresponding to the states x
k(n,0,0) 

, x
k(0,n,0) 

, 

x
k(0,0,n)

 for k  {1, 2, ..., m}, and x
k(r–k,0,0) 

, x
k(0,r–k,0) 

, x
k(0,0,r–k)

 for k  {m + 1, m + 2, ..., r – 1}: 

 

   

   

 

1 ( ,0,0) 1 1 1( ,0,0) 2 1( 1,1,0) 3 1( 1,0,1)

1( ,0,0)

1 ( ,0,0) 1 1 1( ,0,0) 2 1( 1,1,0) 3 1( 1,0,1)

1 1( 1,0,0)

1 (

0, 1 1;

0;

( )

k k n k n k n k n

k k n

k m n m n m n m n

k m n

k k r k

n A p n p p p

B p k m

n A p n p p p

B p

r k A p

     



     

 

 

    



    

 



     

    

     

 

   ,0,0) 1 1( 1,0,0) 2 1( ,1,0)

3 1( ,0,1) 1 1( 1,0,0)

( 1)

0, 1 1.

k r k k r k

k r k k k r k

r k p p

p B p m k r

 

  
    

    

    

      

 (6) 

By a similar principle, we compose the equations corresponding to the states 

x
k(i,n–i,0) 

, x
k(i,0,n–i) 

, x
k(0,i,n–i)

 for {1,2,..., },k m  and x
k(i,r–k–i,0) 

, x
k(i,0,r–k–i) 

, x
k(0,i,r–k–i) 

 for 

k  {m + 1, m + 2, ..., r – 2}: 

  





1 2 ( , ,0) 1 1 1( , ,0)

2 1( 1, 1 ,0) 3 1( 1, ,1)

2 1 1( 1, 1 ,0) 2 1( , ,0)

3 1( , 1 ,1) 1( , ,0)

1

( )

( 1 )

( 1) ( )

0, 1 1, 1 1;

k k i n i k i n i

k i n i k i n i

k i n i k i n i

k i n i k k i n i

i n i A p i p

n i p p

i p n i p

p B p k m i n

i

    

 

  

 



  

      

     

    

     

    

    

        

  



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2 ( , ,0) 1 1 1( , ,0)

2 1( 1, 1 ,0) 3 1( 1, ,1)

2 1 1( 1, 1 ,0) 2 1( , ,0)

3 1( , 1 ,1) 1 1( 1, ,0) 2 1( , 1 ,0)

( )

( 1 )

( 1) ( )

0, 1

k m i n i m i n i

m i n i m i n i

m i n i m i n i

m i n i k m i n i m i n i

n i A p i p

n i p p

i p n i p

p B p p

   

 

  

   

  

      

     

        

    

    

    

    

 

 

1 2 ( , ,0) 1 1( 1, ,0)

2 1( , 1,0) 3 1( , ,1)

1 1( 1, ,0) 2 1( , 1,0)

1;

( ) ( 1)

( 1)

0, 1 2, 1 1.

k k i r k i k i r k i

k i r k i k i r k i

k k i r k i k i r k i

i n

i r k i A p i p

r k i p p

B p p m k r i r k

   

 

  

     

      

       

 

       

     

          

 (7) 
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Let us write the equations corresponding to the states ( , , )k i j n i jx    for {1,2,..., }k m , 

and ( , , )k i j r k i jx     for { 1, 2,..., 3}k m m r    : 

 

  





1 2 3 ( , , ) 1 1 1( , , )

2 1( 1, 1, ) 3 1( 1, , 1 )

2 1 1( 1, 1, ) 2 1( , , )

3 1( , 1, 1 ) 3

( )

( 1) ( 1 )

( 1)

( 1 ) (

k k i j n i j k i j n i j

k i j n i j k i j n i j

k i j n i j k i j n i j

k i j n i j

i j n i j A p i p

j p n i j p

i p j p

n i j p

     

 

  

 

    
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    

       
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     


  

1 1( 1, , 1 )
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1( , , )

1 2 3 ( , , ) 1 1 1( , , )

2 1( 1

1)

( 1) ( )

0, 1 1, 1 2, 1 1;

( )

( 1)

k i j n i j

k i j n i j k i j n i j

k k i j n i j

k m i j n i j m i j n i j

m i

i p

j p n i j p

B p k m i n j n i

i j n i j A p i p

j p



 



     



    

       

  

    

 

 

     

           

       

  

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2 1( , 1, 1 ) 3 1( , ,

( 1 )

( 1)

( 1 ) ( 1)

( 1) ( )

j n i j m i j n i j

m i j n i j m i j n i j

m i j n i j m i j n i j

m i j n i j m i j n

n i j p

i p j p

n i j p i p

j p n i j p


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  

 

       

       

         

     

    

   

      

     
 

 

)

1 1( 1, , ) 2 1( , 1, ) 3 1( , , 1 )

1 2 3 ( , , )

1 1( 1, , ) 2 1( , 1, )

3

0,

1 2, 1 1;

( )

( 1) ( 1)

( 1)

i j

k m i j n i j m i j n i j m i j n i j

k k i j r k i j

k i j r k i j k i j r k i j

B p p p

i n j n i

i j r k i j A p

i p j p

r k i j p

   

   

 



 

           

  

         



   

      

       

    

    

 
1( , , 1)

1 1( 1, , ) 2 1( , 1, ) 3 1( , , 1) 0,

1 3, 1 2, 1 1.

k i j r k i j

k k i j r k i j k i j r k i j k i j r k i jB p p p

m k n i r k j r k i

   

    

              



   

            

 (8) 

Let us write the equation corresponding to the state (0,0,0)rx : 

 (0,0,0) 1 1(1,0,0) 2 1(0,1,0) 3 1(0,0,1) 0.r r r rc p p p p           (9) 

The normalization condition closes the system of equations for steady-state 
probabilities: 

 ( , , ) ( , , )

0 0 0 1 0 0

1.
m n n i r r k r k i

k i j n i j k i j r k i j

k i j k m i j

p p
   

    
      

      (10) 
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Solving the system obtained by the method of fictitious phases, we find  

the steady-state probabilities kp  of having k  failed units, using the formulas 

 ( , , ) ( , , )

0 0 0 0

, 0 ; , 1 .
n n i r k r k i

k k i j n i j k k i j r k i j

i j i j

p p k m p p m k r
   

    
   

          (11) 

If we consider, for example, the H5/M/c/r system, then equalities (11) have  

the form 

 

( , , , , )

0 0 0 0

( , , , , )

0 0 0 0

, 0 ;

, 1 .

n i j n i j sn n i

k k i j s u n i j s u

i j s u

r k i j r k i j sr k r k i

k k i j s u r k i j s u

i j s u

p p k m

p p m k r

    

   
   

        

    
   

  

   

  

   
 (12) 

3. Numerical results 

In this section, we present the results of using the H5/M/c/r and H6/M/c/r sys- 

tems to calculate the probabilities kp  for the G/M/c/r series recoverable systems 

with redundancy. We consider the gamma distributions and Weibull distributions 
of units’ time to failure and exponentially distributed units’ recovery time. 

Let Γ(V) and W(V) denote the gamma distribution and Weibull distribution  
with coefficients of variation V.  

We determine the values of the variation coefficients of the Γ(V) and W(V)  
distributions, for which the conditions 

 3
(6,5) 2 10    (13) 

or 

 
3 2

(6,5)2 10 2 10       (14) 

hold. Here (6,5) (6) (5)

0

| |
r

k k

k

p p


    gives an opportunity to estimate the deviation 

of distributions (6){ }kp  from distributions (5){ }kp , where ( )k lp  are values of prob-

abilities kp  obtained using the Hl/M/c/r system as an approximation of the G/M/c/r 

series recoverable system. If the condition (13) is fulfilled, then the distribution 

(6){ }kp  is a more accurate approximation to the true steady-state distribution { }kp  

than the distribution ( ){ }k simp , obtained using the GPSS World simulation system 

[9, 10]. If 3 2
(6,5) [2 10 , 2 10 )     , then the same accuracy of calculating the 
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steady-state probabilities { }kp  is achieved as for the results of simulation model- 

ing. We arrived at these conclusions after comparing the distributions { }kp  and 

( ){ }k simp  for the M/M/c/r series recoverable systems. The mathematical description 

of such systems is given by a “birth-death process”. The GPSS World simulation 

model of the series recoverable system with redundancy is constructed in [10].  

Let us take 4n  , 3m  , {1,2,...,5}c , 4T   and 0.5  , where T  is the mean 

units’ time to failure. In the case of absence of redundant units ( 0m  ), the distri-

bution { }kp  is independent of the distribution of units’ time to failure [11], there- 

fore it is determined as the exact distribution for the M/M/c/r closed system. 

The values of the variation coefficients of the Γ(V) and W(V) distributions, for 
which the conditions (13) and (14) hold, are presented in Tables 1 and 2, respec-

tively. Of all the intervals corresponding to the Г(V) distributions, the values 

0.5V   and 1 2V   of the variation coefficient should be excluded, since for the 

Г(0.5) distribution it is not possible to construct approximations with the help of 

hyperexponential distributions of order higher than the third, and hyperexponential 

approximations do not exist for the (1 2 )Г  distribution. 

The results of calculation of reliability steady-state indices for different distribu-
tions of units’ time to failure are given in Table 3. 

Table 1. List of the G/M/c/7 series recoverable systems with the gamma distributions 

and Weibull distributions of units’ time to failure for which condition  


(6,5)

 < 2·10
–3

 holds 

c 
Values of V 

for Г(V) 

Values of V 

for W(V) 

1 [0.001, 2.8] [0.001, 2.2] 

2 [0.001, 1.8] [0.001, 1.6] 

3 [0.2, 1.6] [0.2, 1.5] 

4 [0.7, 1.5] [0.7, 1.2] 

5 [0.7, 1.5] [0.7, 1.2] 

Table 2. List of the G/M/c/7 series recoverable systems with the gamma distributions 

and Weibull distributions of units’ time to failure for which condition  


(6,5)

  [2·10
–3

, 2·10
–2

)  holds 

c Values of V for Г(V) Values of V for W(V) 

1 [2.9, 25] [2.3, 10] 

2 [1.9, 5.8] [1.7, 3.2] 

3 [0.001, 0.1], [1.7, 3.9] [0.001, 0.1], [1.6, 2.6] 

4 [1.6, 3.3] [1.3, 2.5] 

5 [1.6, 3.3] [1.3, 2.6] 
 



Y. Zhernovyi, B. Kopytko 130

The data in Tables 1-3 show that a high accuracy of approximation is achieved 

for a wider range of values of the variation coefficient of the Γ(V) distribution 
compared to the W(V) distribution. Approximation accuracy decreases and  

the reliability indices improve with increasing the number c  of repair facilities.  

The reliability indices deteriorate with a decrease in the number m  of redundant 

units. An increase in the coefficients of variation of the Γ(V) and W(V) distributions 
leads to a deterioration of reliability indices.  

Table 3. Results of the calculation of steady-state reliability indices for different  

distributions of units’ time to failure 

Distribution 

name 
m 

Indice 

name 
c = 1 c = 2 c = 3 c = 4 c = 5 

Г(0.001) 3 

Δ(6,5) 3.23·10–4 3.34·10–3 1.01·10–2 – – 

N 4.9240 2.8275 2.0832 – – 

K 0.1596 0.6702 0.8766 – – 

Г(0.7) 3 

Δ(6,5) 1.12·10–7 3.91·10–6 1.81·10–6 1.01·10–6 1.22·10–6 

N 4.9100 2.8769 2.1238 1.9630 1.9354 

K 0.1647 0.6368 0.8340 0.8848 0.8920 

W(0.7) 3 

Δ(6,5) 1.51·10–5 5.47·10–5 1.02·10–4 1.16·10–4 1.12·10–4 

N 4.9095 2.8798 2.1260 1.9625 1.9341 

K 0.1644 0.6344 0.8313 0.8828 0.8901 

Г(2) 3 

Δ(6,5) 7.49·10–4 2.96·10–3 4.47·10–3 5.61·10–3 5.47·10–3 

N 4.8831 3.0314 2.2232 1.9438 1.8826 

K 0.1551 0.5267 0.7178 0.7947 0.8087 

W(2) 3 

Δ(6,5) 1.39·10–3 5.81·10–3 7.92·10–3 9.20·10–3 9.04·10–3 

N 4.8869 2.9992 2.1999 1.9969 1.9353 

K 0.1601 0.5553 0.7510 0.8118 0.8261 

Г(3) 3 

Δ(6,5) 2.15·10–3 7.73·10–3 1.31·10–2 1.62·10–2 1.58·10–2 

N 4.8814 3.1156 2.2742 1.9308 1.8530 

K 0.1419 0.4651 0.6518 0.7397 0.7562 

All 0 
N 2.1905 1.4713 1.3443 1.3333 – 

K 0.0952 0.1839 0.1967 0.1975 – 

4. Conclusions 

This paper shows that the application of hyperexponential approximations of 

distributions of the units’ time to failure allow us to calculate steady-state probabil-
ities of the series recoverable system with redundancy and repair facilities. We find 
these probabilities using solutions of a system of linear algebraic equations obtained 



Reliability assessment of a series system with redundancy and repair facilities 131

by the method of fictitious phases. To obtain parameters of lH  – approximation of 

a certain distribution, it is necessary to solve the system of equations of the  

moments method. Computing the deviations (6,5)  allows us to track the accuracy 

of approaching distributions ( ){ }k lp  to the true distribution { }kp . We defined con- 

ditions for the variation coefficients of the gamma distributions and Weibull distri-
butions, for which the best or the same accuracy of calculating the steady-state 
probabilities is achieved compared with the case of using simulation models. 
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