Please cite this article as:

Grzegorz Biernat, Anita Ciekot, The polynomial tensor interpolation, Scientific Research of the Institute of Mathematics
and Computer Science, 2008, Volume 7, Issue 1, pages 5-10.

The website: http://www.amcm.pcz.pl/

Scientific Researctf the Instituteof Mathematicand Computer Science

THE POLYNOMIAL TENSOR INTERPOLATION

Grzegorz Biernat, Anita Ciekot

Institute of Mathematics, Czestochowa Universityaafiifiology, Poland, ciekot@imi.pcz.pl

Abstract. In this paper the tensor interpolation by polynalsiof several variables is con-
sidered.

Introduction

The formulas of tensor interpolation by polynomialseveral variables are the
unknow in the interpolation methods ([1]). Usin@ tkronecker tensor product of
matrices ([2, 3]) the polynomial tensor interpadatiformula was given in tis arti-
cle.

1. The Kronecker product of matrices

The Kronecker product of two matrices=[ g | and B=[ky | of degrees re-
spectivlym andn we define as a matrix given in block form as:

a.,B a,B ... 4,B
B B ... B
ADB (g8 |0 0
a,B a,B ... a,B
we denote the Kronecker product of A and BAYl B. The Kronecker product is
also known as thdirect productor thetensor product

Some properties for Kronecker products of two mati
1. The matrices A Band B[O Aare orthogonaly similar, which means that

square matrixJ exists andB 0 A=U'(AO B, U'U =I.

2. If AB,C,D are square matrices such that the prodédg@sand BD exist, then
(AOB( @ )D existand

(AOB)(C B) AC BD
(the “Mixed Product Rule”)
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(aA) O (BB)=ap(AC B)

(AOB) =A'OB!

. If A and B are invertible matrices, thd O B) ' = A0 B™

. deAD B)=(detA)"(detB)"

. the (a0 b),. element of the matriA 0 B is given by the product

N~ o g~ W

(a O b)rs =g by

wherer = (i -)n+k, s=(j-1n+I .
Next, we consider the quadratic matricelg[(al)ilh] v A =[(ak)ikjk]of de-

grees respectivly, ,..,n and define the tensor product inductively:

AOAD.OA=(AOADO..O0A,)OA
for k=3.
Some properties for Kronecker products:

1. The matrices A, U Ay 0.0 Ay and A OA O...0A, where g is

any determine permutation of numbdys.,k , are orthogonaly similar. It means
that square matrix U, exists and A,)0AU..0A=

=U (AOAO..OAM,, U, U, =I.

2. (AOADO..0A)B,OB,0..0B,)=(AB,)0(A,B,)0..0(AB,) pro-
vided the dimensions of the matrices are suchtti@various expressions exist
(the “Mixed Product Rule”).

3. (,A)0(a,A,)0...0(@A)=00,.a(A0A 0...0A)

4. (AOAD..OA)=ADOAOC..OA

5. if A,...,Aareinvertible matrices, then:
(AOAD.OA) =A"0OAD..0A"

6. de{A DA, 0..0A )=(deta )*™ ™ (deta,)*™ ™ _(deta, )™ ™
wheren, is omission.

7. the (, 0a, O0..04a,); element of the matrixd, 0 A, 0...0 A is given by
the product (&, Oa, 0...0a.);, =(a,), (), ;- &), - where:

i = (i, ~1)An,..n, +(i, -1)Ah,..n +..+(, —1)n, +i,
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2. One of the property for Vandermonde’s matrix

Consider the Vandermonde’s matrix:

1 X, XP
1 X P
Vi =Vou (oo X3, X0 X, )= T 7 L
1 X, .. X!

of degreep+1.
The algebraic complement of the matvx, , has the form

D, =(~1* 7, (XgurssX; o X, )JdEW, (X grer X 1o X, )
where 7,_; (XO,...,)A(i ,...,Xp) design the fundamental symmetig_; polynomial
of the rankp — | of variablesXg,...,X ,...,X, and the symboK; means omitting
the variableX; (7, =0). Similarly for Vandermonde’s determinadetV, .
This property we easly obtain on the one hand lmvéewy determinant

1 Xy ... XP
X oxP
detvp+1_de; oo _|_|OSk<Isp(XI_Xk)
1 X, ... X}

according ta-th row, and on the other hand by sorting its vadaeording toX;
variable power.

In particular
Dij :(_1)|+]Tp—j(xo,-- ’X|7 ’Xp)
detV,, I,
where
M= |_|0Sk<lsp (X' B Xk) = (Xp - X )"'(Xi+1 - X; )(Xi - Xi_l)...(Xi - Xo)
k# orl#i

3. The polynomial tensor interpolation

The coefficients matri%ajlll,jk] of the polynomial interpolation

— j1 I
w(xl,...,xk)_Zoghspl’___psjkspk a, XX
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are unknow The results matn[(wl wk ] [ k] and the nodes matrix
[(Xl)il ><...>< X ik]—[Xﬂl...xkik] are know. The coefficients of the polynomial are
determined from the linear system

(] veday, ., J=vedw, .,

Where the nodes matrix is the Kronecker productvahdermonde’s matrices

[X ‘1] Va1 = [leikk], and the operator “vec” put coefficient matrix
[ Jl...ij and results matri*vvilnjk] in columns, attributing multiindexeg...j, and
i,..1, properly positions

P=i (P D) (P +D -+ + (D +D (o +) (R +3 +
ot jk_l( p, + ]) +j, +1
and

i =i, (p, +1)(p, +1)..(p +1) +iy( +D(, +d (R +I +

(ot Hig+1

of the a; ; element in coefficients column ang ; element in results column.

It means that we select ordering

00...00,00Q..01...,00..0p ,0..1p ,...,00..,n P
...... OB . .PLPR s Py P

with sequence shown above.
Then the searching coefficients column has a form

Ve({ajl...jk]z t 1 (DV1 0..0 ka)tvec{wlll__ik]

detlxjﬂ det{X,jikkJ

where:V, =V, =[XE ]V =V, 0 =[x ],
According to property 7’ we obtain the formula farefficients

b,), ©),

SV Tk

ajl-"jk :ZOsilspl,...Dsikspk\N'l“'ik det\/l det\/k

and because fractions shown above has got knowntfeen:
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o T (X X, e X%,
ail---ik:ZOSilspl,...,Os‘ksg((_l)l : Wl---ik - Jl( n]j l 1)

1

. Tpk—ik(xko"”’x“k ""’ka)
q

Kig
where: 1 * =i, +...+i,, J =], +..+j, and

My, = (lel = Xy, )"'(Xli1+l B Xﬂl)(x”l - x]jl'l)'"(xﬂl - Xlo)

My, = (ng( = X, )---(ink+1 = Xy, )(ink - ink—l)"'(xkik - Xko)

And now the polynomial coefficient we can obtaimmarically.
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