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Abstract. In the paper a class of optimal stopping problevhich have some blackjack
game features is considered. Both a value of tbbl@m and an optimal stopping rule are
found in some special case. Some examples antigadaguestions are considered as well.

Introduction

Blackjack (also known as “twenty-one") is the mpspular casino table card
game in the world. Blackjack is played on a posystem that gives numeric val-
ues to every card in a single deck of playing cafth® cards are given to a player
sequentially until he decides to stop (stand). ¢disre is the sum of the values in
hand. 21 is the best score one can achieve indhmee gand players should be fo-
cusingon getting as close to that number as possibleowithusting. However, if
a player’s cards exceed 21, then he has gone bstplayerdosesand its bet is
immediately taken by the dealer once this happEms.feature of the game we are
interested in is the followinghe player with the highest total wins as longitas
doesn't exceed a given limit number.

In the paper we consider similar problem. KetX,,..., Xy be a finite sequence
of independent nonnegative random variables. Agulapserves sequentially the
values and decides whether to stop or to contitide decides to stop at the mo-

Kk
mentk he gains a valudV(} X;), whereW:R, - R, is a given nonnegative
i=1

function. We assume that the functidfis positive and increasing on the interval
(0, T] and is equal to zero for arguments greater fhahh means that the player

obtains positive payoff which is the greater, theager the sunﬁ X; is, unless
i=1

the sum exceeds a positive numiera limit given in the problem (in blackjack
gameT = 21). If so, then the player gains 0. Our aimaddind a stopping rule
which maximizes the expected payoff for a player.

Such a problem can be a model for various realdwvsitliations which can be
observed in economics, finance, politics and sddl One specific problem of
the type will be considered in detail in the sequel
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The problem outlined above belongs to so calledn@dtstopping problems
which, historically, arose in the sequential aniglyaf statistical observations in
early forties, see Wald [1]. In the next decadehspioblems were generalized to
problems of pure stopping. In the 1960’ papers bW and Robbins, see [2, 3],
gave impetus to a rapid growth of the subject. éeelopment of the theory and
its applications were then summarized in a bookAdhuge stimulus to the devel-
opment of optimal stopping theory was also providgdhe option pricing theory,
developed in the 1970’ in the theory of economicd &inance, see [5]. Now the
theory of optimal stopping is a scientific areastifl growing interest to many
applied theories in economics, finance etc. Redemelopments in the theory and
its applications are presented in [5-7].

1. Preliminaries - some general definitions and results

Before we solve our blackjack type optimal stoppimgblem we need to pre-
sent some necessary formal definitions and fundéahessults from the theory of
optimal stopping. They may be found e.g. in [334,

Let X3, X;,... be a sequence of independent random variabé&§,,ldenote the
o - algebra generated by the random varialfle,,..., X, in an underlying prob-
ability space Q,5,P) A stopping rulds a random variabfewith values in a set of
natural numbers such that £ n} [0 §,forn=1,2,... and RA(< «) = 1. LetMn,N)
be a class of all stopping rulesuch that R(< 1< N) = 1. The clas$1(1,N) will
be denotedN).

Let (Yn, Fn), n=1,2,..., be a homogenous Markov chain with valuea state
space {,8). Let W: R - Rbe a Borel measurable function which valugy) will
be interpreted as the gain for a player when hesstioe chain,, F,) at the state
y. Assume that for a given stageand for a given stopping rufethe expectation
EMW(Y;)|Y1=y) exists. Then it is natural to interpret the valukenoted by BV(Y;)

- as the mean gain corresponding to a chosen sipppiet. Let

Vn(y) = sup EW(Y)

1My (N)

whereMy(N) is a set of all stopping rules belongingMd) for which the expec-
tations EW(Y;) exist for ally O Y and are larger thano. The functionVy is called
avalueof the problem of optimal stopping.

A stopping ruler* 0 My(N) satisfying the condition

EW(Yr) = W(y) forally OY

is called aroptimal stopping rule
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It is clear that the valu¥\(y) is the maximum possible mean gain to be ob-
tained when the observation time is bounded bytimeberN. The following theo-
rem, which can be found in [8], provides us witk #olution of the optimal stop-
ping problem in such a case. In order to statalteerem we need some additional
definitions Let B denote a class @il Borel measurable functiond for which the
expectations E\(Y;) exist for ally O Y. Let us define an operatQ operating on
functionsw O $ by

QW) = max{W(y), EW(Y1)}
Theorem 1 (Shiryayev [8]). Assume that the gain functdi] 8. Then:
i Vu(y) =Q"(y), n=1,2,...
i, Vi(y) = max{W(y), EVaa(Y1)}, whereVy(y) = W)
iii. A stopping ruler, defined by

1':] = min{OS k < n:vn—k(ym) =W(ym)}

is an optimal stopping rule in a clags(n)
iv. If EJW(Y)| <o, fork=1,...n, then the stopping rule, is optimal in
the classv(n)

2. Problem statement and its solution

The problem we are to consider in detail can bmifdated as follows. LeX,,
X,,..., Xy be a sequence of independent random variablesddve same expo-
nential distribution with the density function

ft:A)=Ae e, A>0 (1)
Problem: The player observes the random sequence andedegidether to stop

or to continue. If he decides to stop at the monnelné will gain BEQy+§ani ),

i=1
B > 0, if the sum is not greater tharand will gain 0 otherwise. Find the optimal
stopping rule and a value of the problem.

A given nonnegative real numbgappearing in the above gain definition is an
another characteristic of the problem and may berpneted as an initial state of
the process of observations.

It is easy to see that the problem is a specia ofshe general problem con-
sidered previously. Indeed, if we define a Markbaia (Y, ) with

n

Y,=y+> X,n=1..N (2)

i=1
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andJ, being generated by the observatidas.., X, and if the gain functiolV is
given by the formula:

Wy;T) =Bylomn(y) (3)

with T andB being given real positive numbers, then we obtaeggroblem con-
sidered in the previous section. So, in order feesthe problem we apply Theo-
rem 1. To do this first we need to find the form\iafy) = Q"(y), n=1,2,...N.

By definition of the operata® we have for every O (0,T]:

QW(y) = max{W(y), EW(Y)} = maxiw(y), EW(y + X,)} =
maX{W(y),ZW(y+ xT)f(x,A)dx% imaX{VV(y), L (y,T,A)}
Fory < T the functionl, appearing above can be expressed as follows:
LT A) = [W(y + xT)f (x A)dx=B J(y+x)de¥dx+ ode ™ dx=
0 0 T-y

75(1—e<y—m —TAeY 1 +yQ) (4)

An exemplary typical graph of functioN¥andl, are presented on Figure 1.

b t T

Fig. 1. Graphs of functiorls (continuous line) antV (dashed line)

It is easy to verify, that (for any given parametBr T, A characterizing our
problem) a point; for which the two functions have equal valuesisctly the
same as the point at which the functigriakes its only maximum on the interval
(0,T]. Moreover the following conditions hold for eveFy> 0 andA > 0O:

L, (y,T,A)>Wy) fory D (0,t) and 1, T A)<Wy) fory D (t,T)
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The value ot; depends only on parametdis\ and is given by the formula:
tl(T,/l):T—;lIn(1+T/]) (5)

The functionV; = QWis the maximum of the two ones presented on Fidure
and it follows from Theorem 1 that one step befibre end of observations the
player should continue the observations if he iargt statey which is less thaty
and should stop otherwise. Obviously, the functigngv andV; are equal to O for
arguments greater thdn

Let I, (y,T,4A)denote the expectatiokV,,(y+X; » =1,...N. Now, with

the help of mathematical induction, we show thatftiilowing lemma is true.

Lemma. Lett; be given by the formula (5). Then for any natumainbern and
for everyT > 0, A > 0 the functior, satisfies the following conditions:
L1, (y,T,A) >W(y) for yO(O,ty)
i 1,(y,T,A) <W(y) for y O (t1,T]
ii. 1,(y,T,A)=0fory >T
Proof. It was already shown that conditionsii. hold forn=1. Now let us as-

sume that conditions-{ji) hold forl,;. Then, by the definition o¥,.; and the
induction assumption, we have fpfl (0, t,):

oo -y
L (T, A) = [Voa(y+ x T F(xA)dx= [1, 1 (y+xT,4) f(xA)dx+
0 0
T-y 0
JW(y+x) f(x,A)dx+ [0 (x,A)dx=
4y T-y
by T-y
[W(y+x) f(x,Adx+ [W(y+x)f(x,A)dx=1,(y,T,A)>W(y)
0 h-y
It implies that condition. is satisfied.
On the other hand, wheril (t;, T] we again obtain:

Lo (y.T,4) =TVn-1(y+ ><,T)f(X,/1)dX=Tf\yN(y+ ) f(x,A)dx=1,(y,T,4) <W(y)

and thus the conditiom is satisfied. The conditioii. is obvious so the proof of
the lemma is completed.
0

It follows from the lemma immediately that for1,... N functionsV, have the
form:

Va(Y) =1, (¥, T, A) Qg 5 (Y) +W(Y) Oy, 11 (Y) (6)
wheret; is given by (5).
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The following proposition provides us with the daua of our problem.

Proposition

Let us consider a sequen¥g X,,..., Xy of independent random variables with
the same density functions given by (1). The optishapping rule for the problem
of optimal stopping of the Markov chain (2) withetlgain function (3) and initial
statey is given by:

Kk
Iy =min{0Sk<N:Y, =y+Y X, >t}
i=1

with t; being given by the formula (5).
The valueV(y) = V(y) of the problem can be calculated jox t; with the help
of the following recursive equation

-y T-y
V, (Y, T,A) = [V (y+xT,A)Ae™dx+ [By+x)de ™ dx, n=2,...N (7)
0

4oy

with the initial condition:V, (y,T,A) =7B(1—e‘y'm -T2 D1 +y))

We omit the proof of the Proposition because thsilte follow directly from
Theorem 1, the Lemma and the formula (6).

The results stated in the Proposition imply thatay momentk the player
should continue the observations if he is at aayest which is less tham, and
should stop otherwise. Such a stopping rule maxamizis expected gain. The
maximum what the player may expect to gaiv(ig.

3. Some examples and practical remarks

We can see that the recursive equation (7) invalviegrating and one cannot
be happy about it. We may notice however, thadfor natural numbar the func-
tions V, can be expressed in terms of elementary functimlving €, Inx, x")
though the calculations are rather arduous, evesrf@all numbers. Fortunately,
one may use computer with symbolic manipulatioriveafe such aMathematica
Maple, Maxima, Axiometc., to obtain the form of the functio®r example we
applied Mathematica4.0 software to compute the form of the functiolg Vi
and obtained the presented beltwathematicaoutput (variables denotegl T,

A, B have their previous meaning, symhalg stands for natural logarithm de-
noted by In in our paper).

The Mathematicaoutput forVs:
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E
TaT (248" ] L TA) (TA-Log[l+TAl) +

et (2aeTt (Sav ) -2 (LT (l20-98y i+ dey Afoaytat s

Tttt ar a0+ 6T oAyl A AT (-30+ 187 a-67 A av? 1) 4
AT (LT (30-187a+67 A o T P oy o3 T a8 (m24+y ) +3TA(E-avl+v 251 Log[L+TAa] -
BT (L+TA) (B-dyl+T 2 47 8- 2TA(-24+v4)) Log[l+Ta]% -
AT (L+TA) (-2-TA+710) Log[l+TA]* e (L+TX Log[l+«Ta]%)

TheMathematicaoutput forVg:

ErTETER @™ (362880 TV (lowv ) -

(L+TA) (3628500 - 3265920y A+ 1451520 v A% - 423360 %" A% + 00720 % A% - 15120%° %+ 2006 %" % 216 47+
ey T Aoy T A 2y s T A s-ava+vr Ay -saTt A mzaslsva-evt ey At o
126 T2 (lzo-g6va+aev st e vtat clze Tt (—7z0+e00va-z2a0vt At e s0vt AP o loviatavt AN .
4T 2% (5040 a3z0w i+ leo0vi Al casnyt A eoovtato Lz ALt
36T Y (—40320 + 35280 v A - 15120 vt af v az00v A% cgan vt slze vt AF o 1Ayt At ot ATy 4
9T A (362880 - 322560 v A+ 141120 v° 2% —d03z0v® A%+ 400 v At - 1344y’ v leay' A% - le v AT o v A%y

9 (1+TA) (3626880 - 322560 v A+ 141120 %" A% - 40320 v° A% + 6400 v A% - 1344v° A"+ 16av" 2% - 16%" A" +
Ty o sT A (Zev+z8 TP Al 6o avi+viAB) 56T A (244 18va-6v eyt 284
70Tt (120-96va+36vi At cay A avtah s TP A 7204600y - a0yt AR e e0 v o lovtatey AT .
28T A% (5040-4320va+ 1800y A% —dso vt A esovtato 12y B avf At o
BT (-40320+35280vA-15120% AP vdzo0v’ ¥ -sa0vtat+1269" 25— 1av" 2 o v A7)0 Log[l+TA] -

36 (L+TA) (40320 - 35280 v A +15120 Al cazoo v’ A asanvat s lzev F e lavt 8 o TP o5 A7 -
T A v 2l T A s odviev Aty casT A mzasleva ey AR ey At 4
35T A% (lz0-m6ya+deyi Al cayt Aaytat 21T A rzo s en0ya-zanvt Af e en vy Ao lovtateyt AT .
7TA(5040-4320%A+1800v° 2% 4807 A w009t - 129"+ v® 2%)) Log[L+Ta] s

B4 (1+TA) (5040 - 4320 va+1800% 3% cas0v® A aonvt o L2y a8 a v A m e TP A% (-2evwid 4
15Tt (B-dyi+v B -20T A c2d+ 18va-6v By 15T rlan-se v+ 36y Af —av e vtah -
ETA(-720+600va-240% af+e0v P -10v*at+v® A Logrr+Ta)? -

126 (L+TA) (720 -600va+240v Al msov’ A elovta e TP oy af csmtat czevn+l0T AP s -avasv b -
WT Al czaslevi—evy vy A +5Talzo—msyva+ 36 v A cav A e vtah) Log[l+ Tl s

126 (L+TA) clz0-96ya+36y Al ey ATt vt o aT ad (—2ay 0+ 6T A% (6-4ya+v 2% -
ATA(-24+187vA-6% A5+ 2%) Log[l+TAl" -

B4 (L+TA) (24-187A+67 A aT P ev? -3 A (m2+v ) +3TA(6-av1+v 251) Log[Ll+TA]%+

36 (14T (6-4vA+T A av A8 2T (-2+wvw2)) Log[l+TAa]" -

9(1+TA) (2+TA-¥A Log[l+TA]*+ (1+TA) Log[l+Ta]%yy

Figure 2 shows the graphs of the functidas- given by (4) —Vs, Vi in a case
whereT = 10andB=A = 1.

10
8 c
6 B
4

) A

10.1n(11) 10

Fig. 2.Graphs of the valueg,, Vs, Vo as functions of an initial state of the procesthin
case wherd = 10and B =X\ =1 (plots A,B,C respectively)
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We can easily compute the valy€l0,1) = 10 - In(11%7.602. One can also verify
that in such a case

V1(0,10,1) =1—% =~ 0.9995,
€

V5(0,10,1) = 5‘%(2268& 7216n11+876In?11-48In%11+In*11) = 4.796,
(S

V14(0,10,1) =10+L(10(—101° +6339784320111-183978432(? 11+
€

36288
319892160In311-36630720In*11+2857680In°11-151536In°11+
5256n711-108n%11+In°11= 7.279

Consequently, in the case where the limit vallueguals 10 and the player have
nothing starting the game - the initial stateequals 0 - he should continue his
game until his total score (the sum of already nlexkvalues) exceeds 10-In(1)
=7.602. Applying this stopping rule he can expeawio (in average) about 0.9995
if he has got only one step to the end of obsesuatiabout 4.796 if he has 5 ob-
servations ahead, and about 7.279 if he has 10aigms before the end of the
game. No other stopping rule can guarantee theepksy much.
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