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Abstract. We studied the three-level exponential HM queueiatyork with one type of
requests and incomes, which is a stochastic maatelgbods transport in a logistics
transport system. We obtained a system of differesguations for the expected income of
the central system with and without a reductioriutdire income to the current time in the
case of a finite and infinite control horizon makiing the expected income of the central
system. These problems are proposed to be solvéltelipethod of complete enumeration
control strategies.

Introduction

Markov queueing networks (QN) with incomes or HMo(irard-Matalytski)-
networks were introduced in [1, 2]. In [3] the taskoptimal control for HM-
networks of arbitrary structure was set. In thigpgra it has been solved for
a closed three-level HM-network with the methoatomplete enumeration control
strategies.

Let us consider a closed Markov HM-network withuests of the same type,
that consists of M=n+m+..+m_ queueing systems (QS)S,

[ =1,...n;ll,...;lml,...,(n—1)1,...,(n—1)m(n_1), as shown in Figure 1, which is a model
of certain goods transportation. In this modelteysS, is a «plant» that produces
goods, systemsS,S,,...,S,_; are «warehouses» where the goods are stored,
S, S, ...,Sm are «shops» (places of goods sale), goods whiote doom the

warehouseS§, i =1(n-1). Here the application is seen as goods shipment in
a logistical system «plants - warehouses - shops».

-1
Let us introduce some setsX; ={ij,is,..iyy , Ji=L(N-1); X, =Y X;;
i=1

X ={12,...ntY X,. The state of the network at time we see as vector

(k,t) = (k;, k;,K 1kn11"'1k11""’k1ml1"'1k(n—1)1""’ k(n_l)m(m) ,t), wherek; is the num-
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ber of requests in syster§ at time moment, i X. The number of network

M-1
states equals =C,,,«_,, whereK is the number of requests in the network.

Fig. 1. Structure of three-level network

Let us considew, (k,t) as a full expected income, obtained by syst@&nduring
time t, when at the initial time moment the network istatek; p; is the proba-
bility of requests transitions from systef to systemS,, z Py =1; ry(k,t) is
the income of systeny , and accordingly the expenditurel%xr waste of sys&
during timet if at the initial moment of time the network is statek; y; is the
intensity of requests service in systedn r, (k) is the systenf§ income at a unit

time when the network is in stakei j,0J X.
The matrix of requests transitions probabilitiegwsen QS of the given
HM-network can be written as:

00. 0 pypypy 0 0..0.. 0 0 .. 0
00.. 0 0 0..0pypy.Ppy .. O 0o .. 0
......... 0
00.. O 0 0..0 0 0..0 ..pppp-1, Pe-nya), - P21y,
Prg Pro 0 00..0 00..0.. O 0o .. 0
00 Py 00..0 0 0..0.. 0 0o .. 0
00. p, 00.0 0 0..0.. 0 0 0
p| 00w P, 00..00 0.0 0 0o .. 0
00. p, 00.000..0. 0 0 .. 0
00. P, 00.0 0 0..0.. 0 0o .. 0
00.. p;ﬂ;n 00.000..0.. 0 0 . 0
0 0. Ppyn 0 0..0 0 0..0 .. O 0 . 0
0 0. Ppyy 0 0..0 0 0..0 0 0 0
0 0.Ppy. 0 0..0 0 0..0 0 0 0
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Let us first get the system of equations for thpeexed incomes of the central
system.

1. Expected income of the central system

We denote byv, (k,t) the full expected income, which central sys&nre-
ceives during timd, if initially the network was in stat&. Let consider the HM-
network to be in statgkt). Assuming that systeng, receives the income of
r,(k) c.u. (conventional units) at a unit time during tithole period of the net-
work staying in statek. If it remains in state k(t, Xuring time intervalAt, then
the expected income of syste8) is r,(k)At plus the expected income k ( , )
which it will get during the remaining time units The probability of this event is

_ _|1Lx>0, . - )
1 j%(:/,ll-u(lg )JAt+ o(At), where u(x) = {0’ x<0, is the Heaviside function. When

the network during timeAt makes a transition from statek { , fo state
(k=1; +1,,t+At) with probability z;u(k)At+ o419, systemS, receives the
income in the amount of r,, (k=1 +1, t, and the expected income of system
S, make up-r;,(k=1I; +1, t )plus the expected income, (k-1 +1,t ,that

will be obtained for the remaining time, if the tial state of the network was
(k=1;+1,), jOX,. Under this transition, either a return of goods1f the sys-

tem «shop» happens, or the transport comes emputythés in its turn means that
the system suffers a loss of the sizeptk -1, +1, t , j)1I X,.
Table 1

Determination of S, system income during transition between network states

Transitions between
network states

Transition probability

SystemS, income from state
transition

(k1) — (k,t+At)

1= pu(k )At+ o(AY)

jox

r(K)At + v, (K,t)

J0X,

(K1) - (K=1, +1 ,t+At),

Hu(k)At+ oAt

v (k=1 +1,,t) -
k=1, +1,1)

j=in-1

(1) — (K+1, =1 ,t+A1),

Hau(k,) pyAt+ oA

Vy(k+1, =1 ,1) +
k=1, +1,,1)

s=1ln-1,c=5,s,..8,

(k,t) » (k=1 +1_,t+At),

Heu(ks) pAt+ oA

r(K)AL+ v, (k=1 +1_,t)
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Similarly, when the network makes a transition fratate (k,t) to state
(k+1; =1,,t+At) with probability z,u(k,)p,;At +0(At ), it brings income to sys-
tem S, in the amount ofr;(k—1, +1; t,)that is the products sale of the «plant»
system to the «warehouse» system occurs and sy§tewceives the income. The
expected income of syste®, is r,(k-1,+1;,t) plus the expected network in-

come for the remaining time, if the initial networtate is (k+1; -1, )

j =1L n-1. Let us put the described ideas in Table 1.
Then for the expected income of syst&n the following system of difference
equations can be written

v, (K.t +At) = (1— > u(k )Atj(rn(k)At +v, (k1)) +

jox

+nz_liunu(K1) anAt( I;1]'(k_ I, + Ij’t) +v, (k= 1, +|j1t)) +

=

3 pu( )ty (k= |+ 1,0 =g, (k=1 +1,,0)) +

IBXo
> Hu(k) PAY KAt v k= I+ 1),
g Y
or in matrix form
V, (K.t +At) = Q, (k,t,At) + A (k, AV, (k,t) (1)

where V, (k,t) is a column vector of the expected incomes foradetral system
S, in time t, if initially the network was in stat& consisting of components
v, (k.t) recorded over the states of the netwoRk(k,At) =& (k,At)|  is a ma-
trix of transition probabilities between the statdgthe network over timeit, if
the initial state of the network was statet ( apd Qn (k,t,At )is a column vector
of the average single-step incomes obtained byesys}, during time At jf at
time momentt the state of the network wag,t). Matrix Aq and vectorén can

be found using matrix the intensity of service applications and singepsn-

comes.
In a particular case, if, k(,)r; (K,t), r,, (k,t) are not dependent on the net-

work conditions and are respectivety, r; (t), r;, (t), then
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v, (K.t +At) = [1— >u ju(kj)AtJ(rnAt +v, (k1)) +

iox
+3 u0) B AL 50 + (k= 1 +1,0) +
=

+ 3 u()Bt(y (k= | + 1§, =5, () +

jBXo

+ 3 u(k) A AL+ v (k= T+ 1,D). 7

s1,n1
C=8, 9 iy

Thus, we have a system of difference equation$ofl3ystemS, expected in-
come without revaluation, i.e. without reducingufitet incomes to the current time
moment. Let us further obtain its counterpart, rigkinto account that the amount
in Sc.u. obtained through stefat, is equivalent to3S at r'ghe present moment, the
amount in Sc.u. obtained inn years, is equivalent t@ S c.u. at the moment.
Coefficient B0 (0] is called the reevaluation (reduction) of the fatincome
coefficient. Obviously, ifS=1 the reduction coefficient is equal to the value of
the capital, that bears a single income in a siatgp.

Let us explain this idea with the following exampleach c.u. that is put into
the business makes profit as muchtas a%sear. This quantity is called the profit
rate, interest rate, etc. Each year amountis capitalized to the amount

x+xt=x(l+t), in 2 years - up to the amoumfl+t)+ xt(l+t)=x(1+t)*, in n

years - to sumx(1+t)". From equationx(1+t)=1, we getp= x=1—J1rt:(1+t)'l

n 1 n _
and therefordd =| — | =(1+t)™".
@' =( 3] =00

If we return to conclusion (1), but take into acebthe reevaluation of future
incomes then

Vi 5 (K, t+At) :[1_21“1 u(lg)AtJ( F(KAt+8Y 5 (k t)) +

jOX
n-1
Y k) At F(k= 1+ 1,8 + By 5 (k= 1, +1,,1) +
j=1

£ 1u(k)AY By 5 (k= |+ 1,0 =r (k=1 +1,,0)) +

jBXo

> pu(k) pAY (At By (k= I+ 1,1),

s1,n1
0%, 9 iy

V, g (k,t+At) =Q, (K, At) +BA, (k, AV, 5 (K, 1) (3)



168 M. Matalytski, O. Kiturko

Let us consider the behavior of the total expeatedme fort — «. Above we
have formula (3) for the fully expected income imatrix form.

If [ALJ =¢ and {Alt} = respectively are the integer and the fractionat pa
of numberALt. Then fort - o we get
Vo (k1) = Q, (K, At) +BA, (K, AV, 5 (K, t — At) =
= Q, (k. ) + BA, (k, A)(Q, (k. At) + BA, (k, AtV (.t - 28) ) = .=
=G, (k. At) + O, (k, ADBA, (k. At) + O, (k, At)BA, (k, A | +...+

0, 80, .20+ (33, 680V, ) =6, 0,0 5 B (.40 +
) ) ) e
+(BA1(k,At))¢[Qn(k,llJ)+BA1(k,llJ)Vn,B(k,O)]=Qn(k,At)Z:;)(BA1(k,At)) +

+[pA (ka0 &, (v + BT BA e AOf A WV kO ()

Let us find limit incomeV, ;. (k,t)=limV,, Kt ) Let us consider that
B, eV,
O<B<1land the network income at time momeht0 equals zero. Then,

(Bfﬁ(k,At))Q o O where O is a zero matrix, and according to the fact ttat i

o1, - _
t - o, thenp - o we see thatZ(BAq(k,At))“cb_» (1—BA1(k,At)) l, therefore

m=0
~ ~ -1
Vg (KAL) =Q, (k,At)(l—BA] (k,At))
Suppose that B= 1 then (A](k,At))°¢—> r(k,At), T(kAt)#0, and
Vg (K, At) = +o0. Hence the limit income equals

+ oo, whenp =1,

(jn(k’At)(l‘BA1 (k,At))_l, when0 <B<1

We introduce a new quantity, called the HM-netwpréfit with the incomes:

Vg (KAL) = { ()

Gy (K, At) = !in;(vB (k,t+At) -V, (k,1))
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that equals the limit increment of income over éxpected step, i.e. profit is an
average one-step income «in the long runx». Accgrtbr(4)

Gy (k. A1) = lim(V, (k,t +88) =V, (k1) = Q, (k. at)(BA, (k. at)f

If B<1 this quantity tends to O antd— , consequentlyp — «. And when
B=1 it tends toQ, (k.At)r (kAt). Thus,

0, whengf =1,

Grp (k) _{Qn(k,At)l'(k,A f), when B< - ©)

2. Formulation of optimal control problem

The income amount of each network system is detexthby the control se-
lected at each step and every state. Let us cartsidgoroblem of control choosing
with or without future income reduction to the @nt time in cases of a finite and
infinite control horizon.

We call a QN controlled, if at every timeand in every staté=12,....L we

can choose the row of matri,;y:

6 A0 .6 Y
& =(41,8;,4.) (7)
and the vector one-step incorﬁ}::
~0) _  A0) AB)  A(8)
Q =@ G .8 ) ®

that determine further behavior of the network.
Value 6, is called a control strategy in theth state, andd, ={6,} is the con-

trol strategy set in the |-th state. The vector of strategies
0=(8,8,,..6,)00,x0, x..x0,_ is called a policy. If a strateg§ or policy 6

is chosen at time, then we write 8, t( )or 6(t) = (0,(t),0,(t),...0,(t)). The se-
quence of the policies chosen at every moment ik tforms the control
8= (8(1),8(t +At),...,6(T,,,)) that uniquely determines the network evolution. If
T... <, we speak of a finite control horizon, otherwisd an infinite one.

max

Let E= E(E) be the efficiency of the network behavior on aegivcontrol in-

=0
terval; then controB which maximizes efficiency is called optimal. Thptimal
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control problem for an HM-network is to find the twmpal control:

=0 = =
E(6 ) =maxE(B). As E(8) we can take the overall expected income oHih
0

-network that can be found by using the expectedrre systems of the network
that satisfy the obtained systems of differencéedihtial equations (DDE), or the
income of central syster§, , found using relations (1), (3).

3. Solution of optimal control problem by total exhaustion method
of control strategies

Let us consider two cases clarifying this statement
1. Finite control horizonl ,, <o with or without reevaluationf(01]. It is

=0
necessary to find the contrél that maximizes the total expected income of sys-
tem S,

V. (K, T,

ax?

ED) ~ max 9)
0

Where?)z(é(t),é(t+At),...,(A9(Tm ), V,(kT, 6) is the vector of the expected

ax ax?

income of systen§, with control § at timeT,,, -
2. Infinite control horizon =c0. In this case, we will search for the optimal

max —
control in the class of stationary contrds (é, é,...), i.e. policies that do not de-
pend on time. Then optimal polic§” is defined as the solution of the following

problems:
2.1)if B<1, then

Vope (k8 max (10)

2.2)if =1, then
G, (k8" - max (11)
where =(0,,0,,...8.), 6,00, i=1, 2, .., L; V,5.(K0) =Q, (k,8) x

x(l—ﬁ/; (k,@)j_l is the vector of limit incomes, (k, 8) = R(k,@)(/sh(k,@)jT is

the vector of profits (or profit).
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Let us consider the case where in every netwotke stee can apply control
strategiesd,;,6,,,...,8,,, for the sake of simplicity we denote them@&s9,,...8,.

Let us considerP(8,) = p, (8;) -
ties between the QS if we use stratégy R(8,) :Hrii (CH) iy
step incomesr; (6, )s the incomes of syster§ , as well as it is respectively the

as a matrix of requests transition probabili-

is a matrix of one-

waste or loss of systerS; using strategyd, ;r(6,) =||r,(8;)

L 1S the vector of

constant income by using strate@y r,(0,) is the income of syster§ per unit of
time if the network remains in the same state asnmising 6, ; p,(6,) is the
service intensity of requests in systeng if using strategy 6 ;

u(8,) = (1, (0.),1,(8,),-...,(6,)), s=Lu. Then, the step by step algorithm to

solve optimal control problem (10) for the infintentrol horizon with the method
of exhaustive strategy search looks as follows:

1) for each strateg¥, S=1,u, depending on the considering reevaluation, we
find using (3), the expression fof, 5, (k,0) in the optimal control problem in
(10);

2) by the total exhaustion method of control st 6, , s=1u, we define the
maximum valueV, 5.,(k,67) for the infinite control horizon and the corre-

sponding control strategy;
3) the selected strategies will present the optioatrol plan.

Example 1. Let us consider a network consistingrof 6 service delivery sys-
tems and the number of reque#ts=15, At =1, B = 085. The number of states

6-1
equalsL =Cg,,-, =15504. We consider the problem on the infinite controfih

zon taking into account reevaluation.

Let the transport company plan to produce a discoarfreight, an advertising
campaign and hiring additional transport. Consetiyetihe amount of goods traf-
fic will be increased in the supply system «plantgrehouses - shops». However,
other factors will be changed as well. Hence, wstroonsider the following strat-
egies: 1) to make discounts on freight; 2) to canén advertising campaign; 3) to
conduct freight discounts and a promotional camupady neither to offer any dis-
counts for freight nor conduct a advertising camgpab) hire additional transport;
6) to make discounts on freight and rent additidrexdsportation; 7) to conduct an
advertising compaign and hire additional transport.

Depending on the strategies applied, the paramidezd below will differ.

Let the matrixes of requests transition probabitbetween QS by using each
strategy be as follows:
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The matrixes of one-step incomes under the redtessition between QS are

respectively:
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0 0 0250 0 0 0 0 2400 0
0 0 0 0 260240 0 0 0 0 230213
|218196 0 0 0 0O 1217255 0 0 0 O
RO:)=| 907215 0 0 o | RE)=| %" 0 2320 0 o |
0 0260 0 0 0 02230 0 0
0 0220 0 0 0 0240 0 0
0 0 02420 0
0 0 0 0 290204
R(®,)= 245261 0 0 O O
=070 230 0 0 0
0 02810 0 O
0 02550 0 0

The vectors of systems incomes per unit of time:

r(8,) = (250 342 251 295 282 260), r(8,) =(243 264 272 257 291 290),

r(8,) = (250 272 279 260 285 260), r(8,) = (204 224 256 240 234 245),

r(85) = (249 260 261 254 267 260), r(8,) = (220 224 268 240 237 245),
r(8,) = (236 224 248 240 235 243).

Intensity of requests service:

u(e,) =(053 062 058 04 07 061), |(B,)=(04 036 08 075 062 048),

u(8;) = (052 043 06029 07 043), p(B,)=(028 039 05046 06 051),

1(6s) =( 04 047 053 05 045 064), p(6,)=(054 061 033 05 062 07),
u(®,)=(039 056 08 065 07 034),

for examplep, (6,) = 053is the intensity of requests service in syst§musing
strategy®, .

An optimal control problem was solved by the t@=shaustion method of stra-
tegies 6, s=1u. A computer program that allows one to find theiropl func-

tioning strategy on the interval needed is worked o

The need to use strategy in every state can becteaized by Table 2, where
1 means that the discount for freight should beanad to conduct an advertising
campaign, 3 - to conduct freight discounts andotodeict an advertising campaign,
4 - neither offer discounts for freight, nor an doot advertising campaign;
5 - rent additional transportation, 6 - to makecdists for freight and to rent addi-
tional transport, 7 - to conduct an advertising paign and hire additional
transport.
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Table 2
Choosing strategy for system «plant - producer »

Result of strategy Result of strategy

Network states Network states

choice choice
(120,0,210) 3 (21,09.21) 3
(1200,201) 3 (210912) 3
(1200,030) 3 (21,0930) 3
(120,00,21) 2 (210921) 4
(120001,2) 2 (210912) 4
12000,03) 2 (21,0903 4
(114,00,0,0) 3 (210840) 5
(L1310,00) 3 (210831 4
(11301,00) 1 (210822 4

Table 2 prolongation

Result of strategy Result of strategy

Network states Network states

choice choice
@13,0,010) 3 (21,0813) 4
@13,0000 1 (21,0804) 4
@13,0,000 1 (21,0,750) 7
@122000) 2 (210741 7

For example, if the initial state i521,084,0) we have found that the optimal
strategy for systen$, is 6., which should involve additional transport.
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