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Abstract. The article deals with an HM-network with time-dependent service rates of ap-
plications in the systems. The presented methods for finding the expected income systems: 
the direct method, Laplace transforms, the method of difference scheme, are implemented 
using the software package Mathematica. Expected earnings are important for solving 
problems of optimization and control of HM-networks, which are used in practice as 
stochastic models of various objects in computer technology, insurance, logistics, and 
medicine. 

Introduction 

Consider a HM (Howard-Matalytski)-network of arbitrary structure with the 
same type of requests consisting of n  queuing systems (QS) .,...,, 21 nSSS  A re-
quest  moving from one QS to another QS brings the last QS some income and 
respectively, the income of first system is reduced by that value [1]. Consider the 
case where incomes from the transitions between the states of the network are 
deterministic functions, depending on the network conditions and time, and the 
queuing network is a single line. It is assumed that the parameters of the requests 
service in the QS are time-dependent, therefore if at time t  service in the QS iS is 
requested, then in interval ];[ ttt ∆+  the service will end with the probability 

)()( totti ∆+∆µ , ni ,1= . 
The paper presents methods for finding the expected income systems in the 

network during time t provided that we know of their income in the initial time. 
The examples of an HM-network in predicting incomes from inter-bank payment 
in a bank network, the Internet, insurance companies and logistic transport systems 
at the cost of flexible computing clusters are described in [1]. 

1. Expected incomes of networks systems 

Let us denote by ),( tkiν  - the full expected income which is received by system 

iS  in a time t ,  if during the initial moment of time the network is in state ;k  )(kri  
- the income of system iS  in unit of time, when the network is in state ;k  iI  - the 
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vector with dimension n  with zero components, behind exception component i ,  
which is equal to 1; ),(0 tIkr ii + -  the income of system iS , when the network 
makes a transition from state ),( tk  to state ),( ttIk i ∆++  during time ;t∆  

),(0 ttIkR ii ∆+−−  - the income of this system if the network makes a transition 
from state ),( tk  to state );,( ttIk i ∆+−  ),( ttIIkr jiij ∆+−+  - the income of sys-
tem iS  (the expense or loss of system ),jS  when the network changes state from 

),( tk  to ),( ttIIk ji ∆+−+  during t∆ , nji ,1, = .  
Suppose that the network is in state ),(tk .  During time interval t∆ , the network 

may either be in state k  or change its state to ),(),(),( jiii IIkIkIk −++−  nji ,1, = . 

If the network remains in state ),,( ttk ∆+  then the expected income of system iS  is 

equal to tkri ∆)(  plus the expected income ),,( tkiν  which it will  
receive at the remaining t  time units. The probability of such an event is equal to 

),())()((1
1

totkut
n

j
jj ∆+∆+− ∑

=

µλ  where 




<
≥

=
,0,0

,0,1
)(

x

x
xu  - the Heaviside function.  

If the network makes a transition to state ),( ttIk i ∆++  with probability 
)(0 totp i ∆+∆λ ,  then the income of system iS  is equal to )],(),([ 0 tIktIkr iiii +++ ν , 

and if to state ),( ttIk i ∆+−  with probability )()()( totpkut oiii ∆+∆µ , then the 
income of this system equals )],(),([ 0 tIktIkR iiii −+−− ν , ni ,1= .  Similarly, if 
the network passes from state ( , )k t  to state ).,( ttIIk ji ∆+−+  with probability 

),()()( totpkut jijj ∆+∆µ  i t brings to system iS  the income ),( tIIkr jiij −+  plus 
the expected income of the network over the remaining time under the assumption 
that the initial network state was ),( tIIk ji −+ .  

Then, using the total probability formula for conditional expectation, we can  
obtain a system of difference-differential equations (DDE): 

+−= λν
[)(

),(
kr

dt

tkd
i
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n
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n
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sciscss −−++−++ ∑
≠
=

µλνµ  (1) 

The number of equations in this system equals the number of the network states. 
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For a closed networks system of equations (1) reduces to a system of finitely 
many linear non-uniform DDE which in the matrix form can be rewritten as 

 
)()()(

)(
tVtAtQ

dt

tdV
ii

i += , ni ,1=  (2) 

 

where ( )),(,),,1()( tLvtvtV ii
T

i …=  - the vector of incomes of system iS ,  L  -  the 
number of network states.  

2. About solution methods of system (2)  

The decision of system (2) can be found, using the Laplace transformation 
method. Let )(sU i , )(sG i , )(sW  - the vector of Laplace transformations of 

functions ),( tjvi , )(tQi , )(tA , Li ,1=  respectively. Then ( ) (0) ( )i i isU s V G s− = + 
( ( ), ( ))i if W s U s+ . Solving this functional equation with respect to )(sU i , we will 

receive: 

 nisWsGFsU iii ,1)),(),(()( ==   (3) 

 
Taking the inverse Laplace transformations from both parts of equality (3), it is 

possible to find functions .,1),,( Litjvi =  

Example 1. We will consider the Laplace transformations method on an example 
of a closed network with small dimensions. Let there be a network with the 
following parameters: ,2=n  the number of requests in the network, and 2,K =  a 
the matrix of transitions probabilities of requests between QS networks 

 
2 2

0 1

1 0ijP p
×

 
= =  

 
     (4) 

The intensity of service is set by the functions btetatt −== )(,)( 21 µµ . As the 

network is closed, the number of its states is equal to 31
1 == −

−+
n

KnCL , then will be 
states (0,2), (1,1), (2,0). Let us designate them respectively 1, 2, 3. Let us assume 
that incomes ( , )r k t , ),( tkR  do not depend on time and are equal to 

(1) 6, (2) 4, (3) 3, (1) 2, (2) 1, (3) 5.r r r R R R= = = = = =  System (2) in this 

case looks like: 
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1 1 1

1 1 1 1

1 1 1

(1, ) 3 4 2 (1, ) 5 (2, )

(2, ) 1 2 6 (1, ) ( ) (2, ) 3 (3, )

(1, ) 6 2 (2, ) 2 (3, )

t b t b t b
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− − −

− − −

 ′ = − − +
 ′ = − + + + − − +
 ′ = + + −

  (5) 

Let us define for it a vector of entry conditions: V(0) = (34, 25,10). 

Vectors )(),( 21 tQtQ , matrix )(tA  in this case look like: 
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Integrating the left and right parts of equality (2) from 0 to t , we receive: 

 
∫∫∫ +=
t

i

t

i

t

i duuVuAduuQudV
000

)()()()(     (6) 

We take the Laplace transformation from the left and right parts. From the pro-

perties of Laplace the transformation [2], it is said that expressions 
s

s i
i

V
U
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1
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iauV u du∫  respectively. Using these relations, from 

(6), we received the following system of equations: 
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From the first equation having received )(1 sU  through )(2 sU : 

)1(

))(7(

)1(

)1(23
)( 2

1 b

b

b es

sUe

ess

s
sU −

−

− +−
+−

+−
−=  and having substituted it into the second and 

third equations, we will lead the received system to the following system of differ-
ential equations: 
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   (8) 

Solving the given system by means of the Mathematica package, we receive 

expressions for functions )(),(),( 321 sUsUsU . For example, the expression for 

)(2 sU  looks likes: 
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Taking the inverse Laplace transformation from them, we will receive expres-

sions for expected incomes .,1),,( nitjvi =  For example, for income ),2(2 tv  

when 1, 1a b= =  we receive: 

21
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In Figure 1 the expected income of system 2S  for an initial condition of net-
work ).1,1(=k  

 

 
Fig. 1. Income of system in state k = (1,1) 

 

Consider the case when the intensity of request service applications in the net-
work systems are step functions of time with several intervals of constancy that are 
the same for all systems on the network: 
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Then the system of equations (2) may be represented at different intervals in 
a matrix form: 
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interval. We define the vector of initial conditions: (0)iV , ( ) ( 1)
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 - the matrix exponential. 

The number of states 1
1

−
−+= n

KnCL  is large enough even for a relatively small n  
and ,K  and therefore the number of equations in (11) will also be large enough. 
The direct method involves the problem of finding the exponent of a matrix with 
constant elements. Implementing these algorithms in mathematical packages 
requires huge expenditures of computer memory and CPU time. For more rapid 
and efficient computation of matrix exponents, one can use a special algorithm for 
“fast” computations [3], based on the formula: 
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where N 1≥ , M 0≥  - are integers. The algorithm for finding matrix exponent 
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 with this accuracy is as follows. 
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5. Increment counter i per unit 1: += ii . 

6. In 4 instead of G  write 2G . 
7. If ,i M<  then go to step 4. 

8. If ,i M=  then assume .
)(

Ge tA q
≈  

9. End of algorithm. 
 

Example 2. In this example, we consider the solution of equations (2) by the direct 
method. Consider a closed network with the following parameters: 4,n =  4,K =  

10,T =  1 23, 4, 6m t t= = =  and a matrix of transition probabilities between the 
QS network applications 
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The intensity of requests service is defined in the form: 
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In this case, the number of states is 351
1 == −

−+
n

KnCL , it is (0,0 ,0,4), (0,0,1,3), 
(0,0,2,2) and etc. We rename them respectively from 1 to 35. Let incomes  

)(kr , )(kR  have the values: 

,5)23()1( == rr  ,4)34()19()17()4( ==== rrrr  ,6)32()26()15()5( ==== rrrr  
,8)9( =r  ,3)29()6( == rr  ,9)31()18()2( === rrr  

,7)27()21()12()11()7( ===== rrrrr ,10)3( =r ,2)33()28()16()8( ==== rrrr

;1)35()30()25()24()22()20()13( ======= rrrrrrr ,1)24()13( == RR ,3)33( =R

,2)27()17( == RR ,5)23()18()14()8()7()1( ====== RRRRRR ,8)29()28( == RR

,10)34()25()16()15()10()2( ====== RRRRRR ,9)31()9( == RR

,7)32()30()11()6()3( ===== RRRRR ,4)21()12()5( === RRR

.6)35()26()22()20()19()4( ====== RRRRRR  

We define the vector of initial conditions: 

( )1,1,2,1,3,2,1,4,3,2,8,7,6,4,2,1,3,2,1,5,5,1,1,7,2,10,5,9,5,8,7,10,9,4,7)0( =V  

Performing all the necessary calculations, we obtain the following system of 
differential equations for the incomes: 
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It is a system of linear non-homogeneous differential equations with constant 
coefficients. Solving it with the Mathematica package, we can obtain expressions 

for the incomes, for example, 218203128
1 24,813,22,4186,5),( tttttkv ++++= . 

We describe another way of finding the expected incomes. From the system of 
linear inhomogeneous differential equations (2), we can move to a system of dif-
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ference equations. We divide time interval [ ]T,0  by net N
jjt 1}{ =  with step h , 

N

T
htjhtt j ==+= ,0, 00 . We assume

h

tVtV

dt

tdV jijiji )()()( 1 −
= +

. Then we 

obtain the difference scheme: 








==+=

++=

=

+

.,1,,0,

,)()()()()(

00

1

ni
N

T
htjhtt

htVtAhtQtVtV

j

jijjijiji

. The 

initial conditions are as follows: .0)0(,0)0( == ii QV  Then for each jhtt j += 0  

we obtain a system of linear algebraic equations, solving them with the help of the 
Mathematica package, we obtain values )(),...,(),( 10 siii tVtVtV .  
Example 3. We will consider a closed network with following parameters: n = 5,  
K = 10, h = 0.01, T = 10, N = 1000. The number of its states equal 1001=L . Let us 
designate states from 1 to 1001. Let the intensity of service of requests for every 
QS look like: 

tttttttttt 81)(,31)(,51)(,1)(,21)( 54321 +=+=+=+=+= µµµµµ  

 
Fig. 2. Income of system in state )1,2,2,1(=k  

For each node of the net we make a system of linear algebraic equations and by 
solving we receive values of incomes at the indicated points. On them it is possible 
to construct a graph of functions . In Figure 2 the expected income of sys-
tem  for an initial condition of a network  
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