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Abstract. The article is devoted to the successive approximations method combined with 

the series method and its application for finding of expected incomes in HM-network sys-

tems with limited waiting times in queues and one-type messages. The properties of succes-

sive approximations were researched. The example of implementation of the described 

method is calculated. 

1. Expected incomes of HM-network with limited waiting times  

in queues 

Let’s consider the HM-network of arbitrary topology with one-type messages; 

the network consists of  n+1 queueing systems (QS) 
0 1
, , ,

n
S S S…  (

0
S - external envi-

ronment), in a general case the QS can be multiline and contains 
i
m service lines, 

1,i n= . The state of such network could be described by vector 

( )1 2
( ) , ,..., ,

n
k t k k k t= , where 

i
k  - number of messages in system 

i
S  in the moment 

t, 1,i n= . The incoming flow arrives in the network with rate λ . Let’s denote the 

service rate in system 
i
S  (in case when 

i
k  messages are in it) as ( )i i

kµ ; 
0 jp  - 

probability of  message transfer from the external environment  to system jS , 

0

1

1

n

j

j

p

=

=∑ ; ijp  - probability of message transfer to system jS  after its service in 

system 
i
S , 

0

1

n

ij

j

p

=

=∑ , 1,i n= . When a message doesn’t wait its service in system 

i
S  moves to QS jS  with probability ijq ; 

i
θ  - rate of message leaving from  queue 

of  the i-th QS, 1, , 0,i n j n= = . Matrices 
( ) ( )1 1

ij
n n

P p
+ × +

=  and 
( )1ij

n n
Q q

× +

=  are 

matrices of transition probabilities of irreducible Markov chains. Message which 
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comes from one system to another brings to the last one some income, so the in-

come of the first system descends on this value. 

Let’s determine ( , )
i
v k t  the total expected income which system 

i
S  receives 

during time t  if  the network is in  state k  in the initial moment. In the general 

case, when the network functioning is described by the Markov process ( )k t , 0t ≥ , 

and incomes of message transitions between network states don’t depend on time, 

system of difference-differential equations (DDE) for expected incomes of system 

i
S  can be written  

 
, 1

( , )
( ) ( ) ( , ) ( ) ( , )

n

i

i i i ics i c s

c s

dv k t
k k v k t k v k I I t

dt
=

= Α −Λ + Φ + −∑ , (1) 

where: ( )
i
kΛ , ( )

ics
kΦ  - some limited non-negative functions. The count of  equa-

tions in system (1) equals the number of network states. 

In the present article we observe the exponential HM-network with limited wait-

ing times of messages in queues. Let ( )i
r k - income of the system 

i
S  in unit time if 

the network is in state k; ( )0
,

i i
R k I t− − , ( )0

,

i i
H k I t− −  - incomes of the system 

i
S  

which correspond to a change of network state from ( ),k t  to ( ),

i
k I t t− + ∆  in 

cases when the message moves  to the external environment after its service in 

system and when the message doesn’t wait service in system and moves from the 

queue to the external environment; ( )0
,

i i
r k I t+  - income of system 

i
S , when net-

work changes its state from ( ),k t  to ( ),

i
k I t t+ + ∆  because of message transition 

from the external environment to this system; ( ),ij i jr k I I t+ −  - the income of the 

system 
i
S , when the network changes its state from ( ),k t  to ( ),i jk I I t t+ − + ∆  

because of message transition to 
i
S  after its service in jS ,  ( ),ij i jh k I I t+ −  - the 

income of the system 
i
S , when the network changes its state from ( ),k t  to 

( ),i jk I I t t+ − + ∆  when the message doesn’t wait its service in system  jS  and  

moves from the queue to system 
i
S . Then the following statement is satisfied. 

Theorem 1. System of DDE for expected incomes of system 
i
S  has the form 

 
( )

( ) ( ) ( ) ( )( ) ( )
1

,
min , ,

n
i

j j j j j j j j j i

j

dv k t
k m u k k m u k m v k t

dt
λ µ θ

=

 
= − + + − − + 

  
∑

 

 

( ) ( ) ( ){ 0 0

1

, min ,
n

j i j j j j j j

j

p v k I t k m u k pλ µ
=

+ + + +∑
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( ) ( ) ( )}0

,

j j j j ij j i
k m u k m q v k I tθ + − − − +  

 

( ) ( ) ( ) ( ) ( ){
1

min , ,
n

i i i i ij i i i i i ij i i j

j

k m u k p k m u k m q v k I I tµ θ
=

 + + − − − + + ∑
 

 
( ) ( ) ( ) ( ) ( )}min , ,

j j j j ji j j j j j ji i i j
k m u k p k m u k m q v k I I tµ θ + + − − + − +   

 

( ) ( ) ( ) ( ) ( )
, 1
,

min , ,
n

s s s s sc s s s s s sc i c s

c s

c s i

k m u k p k m u k m q v k I I tµ θ
=

≠

+  + − −  + − + ∑

 

 

( ) ( ) ( )
1

min , ,
n

j j j j ji ij i j

j

k m u k p r k I I tµ

=

+ + − −∑
 

 
( ) ( ) ( ) ( ) ( ) ( )min , , ,

i i i i ij ji i j j j j j j ji ij i j
k m u k p r k I I t k m u k m q h k I I tµ θ− − + + − − + − +

 

 
( ) ( ) ( ) ( )

0 0
, ,

i i i i i ij ji i j i i i
k m u k m q h k I I t p r k I tθ λ+ − − − + + + −  

 
( ) ( ) ( ) ( ) ( ) ( ) ( )0 0 0 0

min , , ,
i i i i i i i i i i i i i i i i

k m u k p R k I t k m u k m q H k I t r kµ θ− − − − − − + .
 

In this case 

 

( ) ( ) ( ) ( ) ( ) ( ) ( )
1

min , , min , ,
n

j j j j ji ij i j i i i i ij ji ii j

j

A k k m u k p r k I I t k m u k p r k I I tµ µ

=

= + − − − + +∑
 

 
( ) ( ) ( ) ( ) ( ) ( ), ,

j j j j j ji ij i j i i i i i ij ji i j
k m u k m q h k I I t k m u k m q h k I I tθ θ + − − + − + − − − + +  

 
( ) ( ) ( ) ( )0 0 0 0

, min , ,
i i i i i i i i i i

p r k I t k m u k p R k I tλ µ+ + − − −
 

 
( ) ( ) ( ) ( )0 0

,

i i i i i i i i i
k m u k m q H k I t r kθ− − − − + ,

 

 

( ) ( ) ( )( ) ( ) ( )( )0 0

1

min , 1 1
i j

n

j j j j j j j j j j

j

k k m u k p k m u k m qλ µ θ
=

 Λ = − + − − − +∑ ,
 

 

( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( )
0

0

1, , , ,

1,

min , , ,

min , ,

min , ,

, 0,

, , 0.

, ,

1, , ,

min

sc sc

si si ci

ci ci s

s s s s s s s s s

s s s s s s s

i

c

s s s

s s

ics c c c c c c c

s

c

s

c

n c s i

n c i

k m u k p k m u k m q c s

k m u k p k m u k m q c

k k m u k p k m u k m q c

s

n s i

p

k u k pm c

θ

θ δ

θ δ

λ

µ

µ

µ

µ

 + − − =

 + − −  = 


Φ =  + − −  = 


=
 =


≠

=

=
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We use the successive approximations method combined with the series method to 

solve generalized system of DDE (1) and study properties of these approximations. 

The earlier successive approximations method was used for finding of expected 

incomes in systems of HM-network with multi-type massages of many classes [1, 

2]. From (1) it follows 

 { } ( )( )

, 1

( , ) ( ) ( ) ( , )ii

n
k tk t

i ics c s

s

i

c

i

d
e v k t e k k v k I I t

dt

ΛΛ

=

 
= Α + Φ + − 

  
∑ , 

thus 

( ) ( ) ( )

, 10

( )
( , ) ( ,0) ( ) ( , ) 1

( )
i i i

t n

k t k x i

i i

i

k t

ics c s

c s

k
v k t e v k e k v k I I x dx e

k

−Λ Λ −Λ

=

  Α   = + Φ + − + −   Λ  
∑∫

  

  

(2) 

Let’s suppose ( , )
im
v k t - approximation of income ( , )

i
v k t  at the m -th iteration, 

1
( , )

im
v k t
+

- solution of system (1), which was received by means of the successive 

approximations method, 0,1,2,m = … . Then from (2) it follows  

 {1

( )
( , ) ( ,0)i t

i

k

im
v k t e v k

−Λ

+
= +  

 
( ) ( )

, 10

( )
( ) ( , ) 1

( )
i i

t n

k x k t

ics i c

i

m s

c s

i
k

e k v k I I x dx e
k

Λ −Λ

=

 Α  + Φ + − + −  Λ
∑∫ . (3) 

It is obvious that ( ,0) ( ,0)
im i
v k v k= , and let also 

0
( , ) ( ) lim ( , )

i
t

i i
v k t v k v k t

→∞

= = . 

The stationary solution ( )
i
v k  of system (1) satisfies to relation 

 
, 1

1
( ) ( ) ( ) ( )

( )
i i i

n

ics c s

i c s

v k k k v k I I
k

=

  
= Α + Φ + − 
Λ   

∑  (4) 

2. Investigation of successive approximations of system incomes 

The following statements are true for successive approximations. 

Theorem 2. Successive approximations ( , )
im
v k t , 1,2,m = … , for t →∞  con-

verge to stationary solution of system (1), if it exists. 

Proof. Expression for the first approximation is: 

 
( ) ( )

1 0

, 1

1
( , ) ( ,0) ( ) ( ) ( , ) 1

( )
i i

n

k t k t

i ics i c

c

i i

i

s

s

v k t e v k k k v k I I t e
k

−Λ −Λ

=

 
 = + Α + Φ + − −   Λ   

∑ . 
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Using (4), we obtain 
1

lim ( , ) ( )
i i

t

v k t v k
→∞

= . Let’s assume lim ( , ) ( )
iim

t

v k t v k
→∞

= . 

Then using (3), (4) and L'Hospital's rule the next expression occurs: 

 

( )

, 10
1 ( )

( ) ( , )
( )

lim ( , ) lim
( ) i

t n

k x

ics im c s

c s

im k t
t t

i

i

e k v k I I x dx

k
v k t

k e

Λ

=

+ Λ
→∞ →∞

Φ + −

Α
= + =
Λ

∑∫
 

 
, 1

( ) 1
lim ( ) ( , ) ( )

( ) ( )

n

ics

i

i

i i

im c s
t

c s

k
k v k I I t v k

k k →∞
=

Α
= + Φ + − =
Λ Λ

∑ . 

Thus using the method of mathematical induction, we obtain the statement of 

the theorem. 

Theorem 3. Sequence { }( , )
im
v k t , 0,1,2,m = … , which was built by scheme (3), 

converges to unique solution of system (1) for m→∞  and any initial approxima-

tion 
0
( , )

i
v k t bounded by t. 

Proof.  Since 
0
( , )

i
v k t  is a bounded function, so 

1
( , )

i
v k t  is also bounded func-

tion according to (3), thus we may write 

 
1 0
( , ) ( , ) ( )

i i i
v k t v k t C k− ≤ ,  (5) 

where ( )
i

C k  - some constant which doesn’t depend on t . Let’s prove 

 
1

1

1
( , ) ( , ) ( ) ( )

( 1)!
i

m

m

im i im

t
v k t v k t C k k

m
ϕ

−

−

−

− ≤

−

, (6) 

where 
, 1

( ) ( )
n

ics

c s

i
k kϕ

=

= Φ∑ . According to (5) inequality (6) is true for 1m = . Let’s 

suppose that inequality (6) is true for some 1m N= >  and let’s prove that (6) is 

right for 1m N= + , using (3). Taking into consideration (2), (6) we obtain: 

 
1
( , ) ( , )

iN iN
v k t v k t
+

− =  

 
( ) ( )

1

, 10

( ) ( , ) ( , )i i

t n

k t k x

ics iN c s iN c s

c s

e e k v k I I x v k I I x dx
−Λ Λ

−

=

= Φ + − − + − ≤∑∫  

1 1
( ) ( ) 1

0 0

( ) ( ) ( ) ( ) ( ) ( ) ( )
( 1)! ( 1)! !

i i

t tN N

i i i i

N

k t k x N N N

i i i

x x t
e e k C k k dx C k k dx C k k

N N N
ϕ ϕ ϕ ϕ

− −

−Λ Λ −
≤ ≤ =

− −
∫ ∫ , 

i.e. inequality (6) is true. 
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Since  

 [ ]0 1

1

lim ( , ) lim ( , ) ( , ) ( , )
m

im i iN iN
m m

N

v k t v k t v k t v k t
−

→∞ →∞
=

 
= + − = 

 
∑  

 [ ]0 1

1

( , ) ( , ) ( , )
i iN iN

N

v k t v k t v k t

∞

−

=

= + − ≤∑  

 
[ ]

1

( )
0 0

1

( )
( , ) ( ) ( , ) ( )

( 1)!
ii

i

N

k t

i ii

N

k t
v k t C k v k t C k e

N

ϕ
ϕ

−
∞

=

≤ + ≤ +

−
∑ , 

so limit of sequence { }( , )
im
v k t , 0,1,2,m = … , exists and we define it as ( , )

i
v k t
∞

. 

If we put ( , )
i
v k t
∞

 in (3) instead of 
1
( , )

im
v k t
+

 and ( , )
im
v k t , it will be seen that 

( , )
i
v k t
∞

 is the solution of the system and it satisfies the initial conditions 

( ,0) ( ,0)
i i
v k v k
∞

=  according to the previous theorem 2. 

Let’s prove that found solution is unique. Let’s suppose that different solution 

( , )
i
v k t
∗

 exists. If we replace ( , )
i
v k t , ( ,0)

i
v k  and ( , )

c si
v k I I x+ −  in (2) by  ( , )

i
v k t
∗

, 

( ,0)
i
v k
∗

 and ( , )
i c s
v k I I x
∗

+ −  correspondently, then relation (2) is satisfied for 

( , )
i
v k t
∗

. Thus using  (3) we obtain 

 
( )

( , ) ( , ) ( ,0) ( ,0)i k t

im i ii
v k t v k t e v k v k

−Λ∗ ∗
− ≤ − +  

 
( )( )

, 10

( ) ( , ) ( , )i

t n

k t x

ics im c s i c s

c s

e k v k I I x v k I I x dx
−Λ − ∗

=

+ Φ + − − + −∑∫ . 

Similar to the proof of inequality (5) we can prove that 

 ( , ) ( , ) ( ) ( )
!

i

m

m

im i i

t
v k t v k t M k k

m
ϕ

∗

− ≤ , 

where ( )
i

M k  doesn’t depend on t . The right part of this inequality tends towards 

zero as common term of converge series 
0

( ) ( ) ( )
!

i

m

tm

i

m

i i

t
M k k M k e

m

ϕ
ϕ

∞

=

=∑ , thus 

lim ( , ) ( , )
im i

m

v k t v k t
∗

→∞

= . Earlier we have proved that lim ( , ) ( , )
iim

m

v k t v k t
→∞

= , so 

( , ) ( , )
ii

v k t v k t
∗

=  and it proves the unique of solution. 

The next statement is more useful for practice. 
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Theorem 4. Any approximation ( , )
im
v k t , 1m ≥ , can be presented in form of 

power series 

 
0

( , ) ( )
l

im iml

l

v k t d k t

∞

=

=∑ , (7) 

whose coefficients satisfy the recurrence relations: 

 
[ ]

[ ]

11

1 1

0

( ) ( ) ( 1) ( )
( ) ( ,0) !

! ( ) ( )

i i

i

i

l
ul

imu

i

i

m l u

u

k k D k
d k v k u

l k k

+−

+ +

=

 −Λ Α − 
= − + 

Λ Λ  
∑ , 0l ≥ , (8) 

 
10
( ) ( ,0)

iim
d k v k
+

= ,   
0 0
( ) ( ,0)

ii l l
d k v k δ= , 

where  

 
, 1

( ) ( ) ( )
n

iml ics iml c s

c s

D k k d k I I

=

= Φ + −∑ ,  (9) 

0l
δ  - Kronecker’s symbol. If ( ) 1

i
kΛ ≥ , series (7) converges for any finite 0t > . 

Proof. Let’s prove that the coefficients of series (7) satisfy the recurrence rela-

tions (8). If we put successive approximations (7) in (3) and consider 

 
[ ]

1

( ) ( )

10

( )1
!

( ) !
i i

l jt
k t k x l

j l

i

i

k t
e e x dx l

k j

+
∞

−Λ Λ

= +

−Λ 
=  

Λ 
∑∫ , 0,1,2,l = … , 

we will obtain 

 ( ) ( )
1

0

( )
( ) 1 ( ,0)

( )
i ik t k tl

im l

l

i

i

i

k
d k t e e v k

k

∞

−Λ −Λ

+

=

Α
 = − + + Λ

∑  

 
[ ]

1

0 , 1 1

( )1
( ) ( ) !

( ) !

l u
n

ics iml c s

l c s l

i

i u

k t
k d k I I l

k u

+
∞ ∞

= = = +

−Λ −
+ Φ + −  

Λ 
∑∑ ∑ . 

Taking into account definition (9) this series can be rewritten in form: 

 
( )

1

0

( ) ( )
( ) ( ,0)

( ) ( )
i
k tl i i

l i

il i

im

k k
d k t e v k

k k

∞

−Λ

+

=

 Α Α
= + − + 
Λ Λ 

∑  

 
[ ]

1

0 1

( 1) ( )1
( ) !

( ) !

l uu

u

im

l ui

l

l

i
k

D k l t
k u

+
∞ ∞

= = +

− Λ −
+  

Λ 
∑ ∑ . 
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Interchanging summation indices and making series expansion of function 
( )i k t

e
−Λ

 

in powers of t , we obtain 

 
[ ]

[ ]

11

1 1

0 0 0

( )( ) ( ) ( 1) ( )
( ) ( ,0) !

( ) ! ( ) ( )

l
ul

l limuii i

i

i i

im l

i

u

l l u

kk k D k
d k t v k u t

k l k k

+∞ ∞ −

+ +

= = =

 −ΛΑ Α − 
= + − + 
Λ Λ Λ  

∑ ∑ ∑ .(10) 

If we equate coefficients by l
t  in the left and the right parts of expression (10), we 

will obtain recurrence relations (8) for coefficients of  power series (7). 

To find the converge radius ( )
i

R k  of power series (7) we use the Cauchy- 

-Hadamard formula: 

 
1

lim ( )
( )

l
iml

l
i

d k
R k →∞

= .  (11) 

From (8) it follows that 

 
[ ]

[ ]

11

1

1

0

( ) ( ) ( 1) ( )
( ) ( ,0) !

! ( ) ( )

i i

i

i

l
ul

im u

iml

i

u

u

k k D k
d k v k u

l k k

+−

−

+

=

Λ Α −
= − + ≤

Λ Λ
∑  

 
[ ]

[ ]

1

1

0

( ) ( ) ( )
( ,0) !

! ( ) ( )

l
l

imu

u

u

i i

i

i i

k k D k
v k u

l k k

−

+

=

 Λ Α ≤ + +
 Λ Λ 

∑ . 

Let’s prove that ( )
imu

D k , 1m ≥ , 0, 1u l= − , is bounded by some finite value 

( )
i

C k . If ( ,0)
i
v k  is bounded then relation 00 0

, 1

( ) ( ) ( ,0)
n

i ics i c s

c s

D k k v k I I

=

= Φ + −∑  

00
( )

i
C k≤  follows from definition of ( )

imu
D k , 

00
( )

i
C k  - some bounded value and 

0
( ) 0

i l
D k =  for each 1,2,...l = . Since 

10 20 10 00
( ) ( ) ... ( ) ( )

im im i i
D k D k D k D k
− −

= = = = , 

so 
10 00
( ) ( )

im i
D k C k
−

≤ , 1m ≥ . 

Using induction we can prove that 

 
1

1

( )
( )

!

im l

im l

C k
D k

l

−

−

≤ , 1,2,...l =  (12) 

For 1l = : 

 11 11

, 1

( ) ( ) ( )
n

im ics im c s

c s

D k k d k I I
− −

=

≤ Φ + − =∑  
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2 0

, 1

( )( )1
( ) ( ) ( ,0)

1! ( ) ( )

n

im c sc s

ics c s c s

c s c s c

i

i i s

i

D k I Ik I I
k k I I v k I I

k I I k I I

−

=

+ −Α + −
= Φ Λ + − + − − − =

Λ + − Λ + −
∑  

2 0

, 1

1
( ) ( ,0) ( ) ( ) ( )

1!

n

ics c s c s c s im ci i s

c s

i
k v k I I k I I k I I D k I I

−

=
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11
( )

1!

im
C k
−

≤ , 

where 
1 1
( )

im
C k
−

is bounded value. Let’s assume that inequality (12) is true for 

1l − , i.e. 

 
1 1

1 1

( )
( )

( 1)!

im l

im l

C k
D k

l

− −

− −

≤

−

. (13) 

Let’s prove that (12) is satisfied for l . Using (9) we obtain 

 [ ]1 1

, 1 , 1

1
( ) ( ) ( ) ( ) ( )

!

n n
l

im l ics im l c s ics c s

c s c s

i
D k k d k I I k k I I

l
− −

= =
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i i
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v k I I

k I I k I I

+
−

−

+

=

− + −Α + −
+ − − +

Λ + − Λ + −
∑ . 

Thus according to (13) we can take the right part of the last inequality as 
1
( )

m l
C k
−

. 

Let 1 1
,

( ) max ( )
i im l

m l

C k C k
−

= , then  
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1 1

1 1

0 0
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!
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l l
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u l u l
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where 
1
( )

il
S k
−

 - sum of the first of l  terms of geometric progression, 
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[ ]

1

1

0

( ) ( )1 1
( ) lim ( ,0) !

( ) ! ( ) ( )

i

i i

i i i

l

imu
l

u
l

u

k D k
k v k u

R k l k k

−

+
→∞

=

Α
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1

( ,0) ( ) ( )1
( ) lim lim ( )

( 1)! ( )

i
ll

ili

i
l l

i i
v k k C k

k S k
l l k l l

−
→∞ →∞

Α
≤ Λ + +

− Λ
. (14) 

It is obvious that the first and the second summands under the square root in the 

second limit tends toward zero for l→∞. The last summand 
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−
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is bounded if ( ) 1
i
kΛ ≥ .  

Let’s show that equation (15) is satisfied for ( ) 1
i
kΛ ≥  

 
1

( ,0) ( ) ( )
lim ( ) 1

( )

i
l

il

i i

i
l

v k k C k
S k

l k l l
−

→∞

Α
+ + =
Λ

.  (15) 

Let’s consider the cases: 

1) Let 
1

( ,0) ( ) ( )
( ) ( )

( )

ii i

i

il il

v k k C k
a k S k

l k l l
−

Α
= + +

Λ
 and ( ) 1

il
a k ≥ , suppose 

( ) 1 ( )l
il il

a k x k= + , ( ) 0
il
x k ≥ . According to Bernoulli's inequality ( )

il
a k =  

(1 ( )) 1 ( )
l

il il
x k lx k= + ≥ + , so 

 
( ) 1
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l
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−
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l
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→∞

=  and lim ( ) 1 0 1l
il

l

a k
→∞

= + = . 
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2) Let 0 ( ) 1
il
a k< < ,  then 

1
1

( )
il
a k

>  and 

 
1 1

lim ( ) lim 1
1 ( ) lim 1 ( )

l
il

l ll l
il il

l

a k
a k a k→∞ →∞

→∞

= = = . 

Thus relation (15) is satisfied. 

Let’s consider 
1

lim
( 1)!

l

l l→∞
−

. Using Stirling's formula we obtain: 
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2 12( 1)l
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l l l l l

θ
π

→∞

=
   − − 
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, 

where 0 1θ< < . Obviously that ( )
1

lim ln 2 ( 1) 0
2l

l
l

π

→∞

− = , ( )
1

lim ln 1
l

l
l

l→∞

−

− = ∞ , so 

1 1
lim 0

( 1)!
l

l l→∞

= =

− ∞

. 

From (14) it follows that the converge radius of power series (7) equals ∞.  

Thus we proved that every approximation ( , )
im
v k t  can be presented in form  

of the power series which converges for ( ) 1
i
kΛ ≥  and found recurrence relations 

(8), (9) for coefficients of this series which are useful for computer calculations. 

The last theorem allows us to find expected incomes of systems of the queueing 

network  with a huge number of states within a reasonable time. Besides, it is nec-

essary to note that the present method can be applied to find expected incomes of 

systems of the open queueing network with an infinite number of states. 

3. Example 

Let’s consider the closed HM-network with one-type messages, number of mes-

sages in the network is 8K = . Let 5n = , 1
i
m = , 1,4i = , 

5
2m = . The state number 
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of such network equals 495. Let also 
1 2 3 4 5

2, 4µ µ µ µ µ= = = = = , 
5

1jp = , 

5

1

4
jp = , 1,4j = , the rest of probabilities are equal zero; 

1 2 3 4 5
0.2, 0.5, 1θ θ θ θ θ= = = = = , 

5
1jq = , 

5

1

4
jq = , 1,4j = , the rest of probabili-

ties are equal zero;  ( ) 1
i i
r k k= + , ( , )ij ir k t k t= , ( , )ij ih k t k t= , 1,5i = . The income 

change of the third system by time is presented on plot 1.  Income was calculated 

by means of computer with the help  of relations (7)-(9), the initial state of system 

was (0, 1, 2, 0, 5). 

 

 

Fig. 1. Income change of system 
3
S  in interval [0,1] 
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