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Abstract. The stochastic model of processes of claims and rewards processing in insurance 

company was examined in this paper. The state of insurance company at a fixed moment of 

time was described by Markov process with continuous time and finite number of states. 

The theory of Markov processes with incomes was used for forecasting of expected incomes 

in insurance company. 

Introduction 

Let’s examine the functioning of insurance company, which concludes uniform 

agreements of insurance. Total number of agreements, concluded by company up 

to moment of time t, ],,0[ Tt∈  is described by the function of time K(t), moreover 

,)( NtK ≤  where N - number of inhabitants of region in which company functions. 

Each of the company’s clients can be found in one of the following states: C0 - in 

the "waiting" stage (it does not necessary to contribute reward, the insurance case 

did not occur); C1 - in the stage of estimation of the produced action; C2 - in the 

stage of estimation of the contributed reward; C3 - in the stage of payment on the 

action or payment to reward. A change of client’s state occurs in accordance with 

the diagram, represented in Figure 1. 
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Fig. 1. Diagram of a change of clients states 

Let ),(ο)(
01

ttt ∆+∆µ  )(ο)(
02

ttt ∆+∆µ  - probability of the presentation of 

action and reward in the time interval ],[ ttt ∆+  respectively, i.e. probabilities of 

Please cite this article as:
Michal Matalycki, Tacjana Rusiłko, About one method of incomes forecasting in insurance company, Scientific
Research of the Institute of Mathematics and Computer Science, 2005, Volume 4, Issue 1, pages 173-181.
The website: http://www.amcm.pcz.pl/



M. Matałycki, T. Rusiłko   174

transition from state C0 to Ci, i = 1,2. Transit time from state C1 to C3, from C2, to 

C3, from C3 to C0 are distributed according to the exponential law with the intensi-

ties µ1, µ2, µ3 respectively. It means that servicing time of clients by each of m1 

claim’s estimators is distributed according to the exponential law with the intensity 

µ1, by each of m2 rewards estimators - with the intensity µ2. Servicing time of 

clients by each of m3 cashiers we consider also distributed according to the expo-

nential law with the intensity µ3. 

The vector 
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can describe the state of insurance company at the moment of time t, where )(tk
i

 

- number of clients, who are located in the state Ci at the moment of time t, ;3,1=i  

the number of clients in the state C0 comprises .)()()(
3

1

0 ∑
=
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i

i
tktKtk  It is obvious 

that k(t) is Markov process with the continuous time and finite set of states. 

1. Differential equation for incomes forecasting in insurance company 

It is obvious that the income of insurance company is concerned with obtaining 

of rewards from the clients, and expenditure is caused by payment on the actions 

and expenditures for the clients care. Let us designate V(k,t) - the complete expected 

income, which insurance company will obtain in the time t, if at initial moment 

of time company was in state (k,t). During the small time interval ∆t insurance 

company can remain in the state ),( ttk ∆+  or can transfer to one of the following 

states: ),,(
3

ttIk ∆+−  ),,(
13

ttIIk ∆+−+  ),,(
23

ttIIk ∆+−+  ),,(
1

ttIk ∆++  

).,(
2

ttIk ∆++  Here Ii - the 3-dimensional vector, all components of which are 

equal to zero and i-th component equals to 1, .3,1=i  

Theorem.  Density of the distribution of the income v(x,t), when it is differen-

tiated on t  and almost everywhere twice differentiated on x, satisfies the following 

partial differential equation: 
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where: 
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Proof. We will consider that if in the time interval ],[ ttt ∆+  insurance com-

pany transfers from state ),( tk  to state ),(
3

ttIk ∆+−  with probability 

),())(,min(
333

tttkm ∆ο+∆µ  then the income of insurance company will comprise - 

R3 arbitrary units plus the expected income ),,(
3
tIkV −  which the company will 

obtain in the remained time t, if the initial state was ),(
3
tIk − . While transferring 

from state (k,t) to state ),(
3

ttIIk
i

∆+−+  in the time interval ],[ ttt ∆+ , the in-

come of the company will comprise - Ri arbitrary units plus ),,(
3

tIIkV
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−+  the 

probability of such transition equals ),())(,min( tttkm
iii

∆ο+∆µ i = 1,2. The passage 

from state (k,t) to state ),,(
1

ttIk ∆++  that is achieved in the time interval 

],[ ttt ∆+  with probability ),()()(
001

tttkt ∆ο+∆µ  brings to the insurance company - 

R01 arbitrary units of income plus ).,(
1
tIkV +  The passage from the state (k,t) to 

state ),(
2

ttIk ∆++  during the small time interval ∆t is achieved with the pro- 

bability )()()(
002

tttkt ∆ο+∆µ  and brings to the insurance company R02 arbitrary 

units of income plus ).,(
2
tIkV +  In other words R3, R1 and R2 - are losses of 

insurer, concerned with the care of clients in the payment stage, in the estimation 

stage of the produced action and in the estimation stage of the contributed 

reward accordingly; R01 - loss that concerned with the payment on the action, 

R02 - income from the entering of insurance reward. In addition to this, we 

will consider that the insurance company derives revenues in the size R arbitrary 

units for the unit of time during its stay in the state (k,t). During the small 

time interval ∆t company remains in the state (k,t) with the probability 
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Then complete expected income ),( ttkV ∆+  at the time moment tt ∆+  satis-

fies the following set of difference equations: 
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The given set can be represented in the form of the set of the difference- 

-differential equations: 
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We will further examine the case of the large number of agreements in the insu-

rance company; let us assume that the function K(t) is taken the sufficiently great 

values .)(1 NtK ≤<<  Let us switch over to the vector of the relative variables =)(tξ  
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which they are located in the points of three-dimensional lattice at a distance 

)(

1
)(

tK
t =ε  from each other. With an increase of values of the function K(t) the 

"density of filling" of the set G(t) with the possible values of the vector ξ(t) increases 

and it becomes possible to consider that the vector has continuous distribution in 

the region G(t). We can consider with these assumptions that the complete 

expected income of insurance company continuously changes in the dependence 

on the initial state (x,t). Therefore we can put into consideration the function 

of the expected income’s density distribution (concentration) in the region G(t). 

By analogy, for example, with the density of mass distribution 
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the density of income’s distribution is defined as the following limit 
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It is obvious that the density of the distribution of the income ),( txv  will have the 

following property: 
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for the density of the income’s distribution can be represented in the form: 
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Assuming that v(x,t) is differentiated on t and is almost everywhere twice 

differentiated on xi, 3,1=i , the function ),,(
3

teexv
i
−+  ),( texv i±  let’s decom-

pose in the Taylor series in the environment of the point (x,t). Equation (7) can be 

written down in the form: 
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Last equation with an accuracy down to the terms of the order ))((
2
tεΟ  can be 

write down in more compact form (2), using designations (3), (4). Theorem is 

proven. 

Taking into account (2), expression ∑∑
= =

∂∂

∂
3

1

23

1

),(
),(

2

)(

i jij

ij
xx

txv
txB

tε
 can be attributed 

to )).((
2
tεΟ  Therefore we will examine the following equation: 

 

( )













−














−+−+

+′−
∂

∂
−=

∂

∂

∑∑

∑

==

=

01010202

3

1

3

1

3

1

)()()(1)())(),(min()(

),()()(3
)(

),(
),(

),(

RtRttxtKRtxtltKR

txvtKt
tx

txv
txA

t

txv

j

j

i

iiii

i i

i

µµµ

ε

 

After dividing both parts of this equation to the volume of the region G(t), let’s 

integrate both parts of the equation for ),,(
321
xxxx =  in the region G(t): 
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Considering that on the left side of this equality change in the order of integration 

and differentiation is permitted, we will obtain 
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where )(tv
G

 - average on x value of income with the condition of changing the 

initial state (x,t) in the region G(t). 

Let’s examine integrals in right side of (8) 
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which mean that the flow of income through the boundary of the region G(t) is not 

allowed, or that at the frontier points of the region G(t) are fixed the reflecting 
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In other words, we come to the following differential equation 
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We see of (6) that the coefficients ),( txA
i

 are piecewise-linear functions, i.e. (9) - 

differential equation with the piecewise-constant right side. Let us designate the 

set of the indices of the vector’s ( ))(),(),()(
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txtxtxtx =  components like 
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Now in each of the regions of the phase space’s partition we can write down 

explicit form (9), and with determined initial conditions we can find the average 

expected income for each of the regions Gτ(t). 

For example, let’s assign the following partition }3,2,1{),1(
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=Ω t , 
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∅=Ω t  τ = 1, it corresponds to the presence of turns in the stages of main- 

tenance and corresponds to the real situation of the clients care in the insurance 

companies. Then solving (9) with the initial condition Sv
G
=)0(

1

 we can deter-

mine the average expected income with a change of the initial state according to 

the region G1(t). 

2. Examples 

Example 1. Let’s examine the functioning of insurance company that works 

with the uniform agreements of insurance. Moreover, let’s assume that the number 

of concluded agreements invariably and comprises K = 25 000. The remaining 

parameters of the functioning of insurance company are the following: 
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Then the dependence from the time of the average expected income with the con-

dition of changing the initial state on the region G1(t) is depicted in Figure 2. 

Example 2. Let’s examine the functioning of insurance company, which works 

with the uniform agreements of the insurances, whose number up to moment of 

the time t  is determined from the formula .
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The parameters of the functioning of insurance company are the following: 
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Then the dependence from the time of the average expected income with the con-

dition of changing the initial state on the region G1(t) is depicted in Figure 3. 

 

 
Fig. 2. Forecast of the income )(
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 for example 1 

 
Fig. 3. Forecast of the income )(
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 for example 2 
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