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Abstract. A queueing network of any structure with single-type messages is considered in 

the paper. An asymptotic analysis of the network in case of large number of service requ-

ests conducted. It is suggested that the service parameters of each queueing system of the 

network, as well as the probability of messages transition between systems, depend on time. 

A system of ordinary differential equations to calculate the average relative number of 

messages in each queueing system, depending on the time, was obtained. There is one cal-

culated example in the article. 

Introduction 

Currently, much attention is paid to the mathematical modeling of various tech-
nical, economic and other processes and objects. Mathematical models allow one 
to study the properties and behavior of real simulated objects, without the practical 
experience that it is often impossible or impractical to carry out. Recently, one of 
the most frequently used probabilistic models related in time, linking the function-
ing of many disparate systems are queuing networks (QN). 

The development of new approaches and methods of modern QN theory have 
often dictated the need to consider a number of features of the simulated object. 
For example, the QN are used as models of the processing of customer claims for 
an insurance company [1-4]. However, the parameters of customer service in the 
insurance companies are not constant throughout the period of time. In this regard, 
there is a problem to study of queueing networks provided depending on time of 
the intensities of service requests, the number of service lines and transition proba-
bilities between the systems of the network. 

1. Diffusion approximation of queueing network of any structure with 

single-type messages 

Consider a closed queueing network consisting of 1+n  queueing systems (QS) 

n
SSS  ..., , ,

10
, where the total number of single-type messages equals .K  Suppose 

Please cite this article as:
Mikhail Matalytski, Tatiana Rusilko, Andrey Pankov, Asymptotic analysis of the closed network with time-dependent
service parameters and single-type messages, Scientific Research of the Institute of Mathematics and Computer
Science, 2012, Volume 11, Issue 4, pages 105-112.
The website: http://www.amcm.pcz.pl/



M. Matalytski, T. Rusilko, A. Pankov 106

that the parameters of services of this network depend on time t , ] ,0[ Tt∈ . Let the 

number of service lines in the system 
i

S  at time t  is described by a function of 

time )(tm
i

, that takes integer values, ni ,0= . The service time in each of the lines 

of 
i

S  is distributed exponentially with time-dependent mean value  ),(
1
t

i

−

µ  and 

 ,0)( ≥µ t
i

ni ,0= . Requests for service are selected according to the discipline 

FIFO. Message that completed servicing in the system 
i

S , with the probability of 

)(tpij  goes to the queue of system njiS j ,0,  , = . The transition matrix 

)()( tptP ij=  is the matrix of transition probabilities of an irreducible Markov 

chain, and generally depends on the time, 1)(0 ≤≤ tpij , 1)(
0

=∑
=

n

j

ij tp . The main 

objective of the study of QN described here is the asymptotic analysis of the Mar-

kov process describing its behavior, with a large number of messages. The state of 

the network at time t  is described by the vector 

 ))( ),...,(  ),(()(
21

tktktktk
n

= , (1) 

where )(tk
i

 - the number of messages in the system 
i

S  at time t , ] ,0[ Tt∈ , 

, which forms the n-dimensional Markov process with continuous time and 

finite number of states. Because the network is closed, it is obvious that the number 

of messages in the system 
0
S  is equal to ∑

=

−=

n

i

i
tkKtk

1

0
)()( . 

Theorem. Probability density ),( txp  of vector of relative variables 









=ξ

K

tk

K

tk

K

tk
t

n
)(

,...,
)(

,
)(

)( 21 , provided that it is differentiable on t  and twice 

piecewise continuously differentiable in 
i
x , ni ,1= , satisfies up to )(

2
εΟ , where 

K

1
=ε , Kolmogorov-Fokker-Planck equation 

 ( ) ( )∑∑
==

∂∂

∂ε
+

∂

∂
−=

∂

∂
n

ji

ij

ji

n

i

i

i

txptxB
xx

txptxA
xt

txp

1,

2

1

),(),(
2

),(),(
),(

, (2) 

where 

 ∑
=

∗

µ=

n

j

jjjiji xtltpttxA
0

)),(min()()(),( , (3) 

 ∑
=

µ=

n

j

jjjijii xtltrttxB

0

)),(min()()(),( , (4) 

ni ,1=
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 )),(min()()(),( iiijiij xtltpttxB µ−= ,  

 )()()( tptrtp jijiji ==
∗ ,  ji ≠ ; )(1)()( tptrtp

iiiiii
+−=−=

∗

,  ji = . 

Proof. Consider all the possible transitions in the state ) ,()( ttkttk ∆+=∆+  of 

the process in the time t∆ : 

– from state ),( tIIk ji −+  can get into ),( ttk ∆+  with probability 

njitttptktmt ijiii ,0,  ),()()1)(),(min()( =∆ο+∆+µ ; 

– from state ),( tk  - with probability 

)())(),(min()(1
0

tttktmt

n

i

iii
∆ο+∆µ−∑

=

; 

– from other states - with probability )( t∆ο . Here 
i
I  - n-dimensional zero-

vector, with acceptance of i-th component equals 1, when ni ≤≤1 , 
0
I  -  

n-dimensional zero-vector. 

Applying the formula of total probability, we can write the system of differential 

equations for the state probabilities ),( tkP : 

+∆−++µ∑
=

= ttIIkPtktmtpt
n

ji

jiiiijitkP

0,

),()1)(),(min()()(),(

)(),())(),(min()()(1
0,

ttkPttktmtpt
n

ji

iiiji ∆ο+









∆µ−+ ∑

=

. 

Using the limit for 0→∆t , we obtain a system of difference-differential equations 

for the probability of Kolmogorov states: 

( )+−−+µ∑
=

= ),(),())(),(min()()(
0,

),(
tkPtIIkPtktmtpt ji

n

ji

iiiji
dt

tkdP

( )[∑
=

−+−+µ+

n

ji

jiiiiiiji tIIkPtktmtktmtpt
0,

),())(),(min()1)(),(min()()( . 

Next, we consider the case of a large number of messages in the network, 1>>K , 

and move to the vector of relative variables 
( )

( )
k t

ξ t
K

 
=  
 

, the possible values of 

which belong to the bounded closed set G =
1 2

1

( , ,  ...,  ) : 0, 1, , 1
n

n i i

i

x x x x x i n x

=

 
= ≥ = ≤ 

 
∑ , 

in which they are located at the nodes of n-dimensional lattice at a distance 
K

1
=ε  
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from each other. With increasing K  "filling density" of the set G  by possible 

components of this vector increases, and it becomes possible to believe that he has 

a continuous distribution with the probability density ),(),( txKPKtxp
n

= , Gx∈ , 

where ),( txp  is the meaning of the probability density function of the random 

vector )(tξ . 

Denoted by 
i
e  - n-dimensional zero-vector, with exceptance of i-th component 

equals ε , ni ,1= , 




≤

>
=

0,0

,0,1
)(

u

u

uc . Note that )(),min()1,min( vucvuvu −+=+ , 

v

vu

vuc

∂

∂
=−

),min(
)( , because 





<

≥
=

vuu

vuv

vu

,

,,
),min( . Introduce the notation 

K

tm
tl

i

i

)(
)( = , ni ,1= . Rewriting the system of equations (2) for density ),,( txp  we 

obtain 

( )+−−+µ=
∂

∂
∑
=

),(),()),(min()(
),(

0,

txpteexpxtltpK
t

txp
ji

n

ji

iiiji  

),(
)),(min(

)()(
0,

teexp
x

xtl
tpt ji

n

ji i

ii
iji −+

∂

∂
µ+ ∑
=

. 

We represent the right-hand side of this system, up to terms of order of small-

ness 2
ε . We will assume that ),( txp  is differentiable both at t  and twice continu-

ously differentiable at nix
i

,1  , = , 0
),(

0

=
∂

∂

x

txp
. Then the following Taylor series 

expansion takes place: 
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Using the last expansion and the fact that 1=εK , we obtain: 
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Using the notation (3), (4), this equation can be written as (2) up to terms of order 

of smallness 2
ε . ■ 

2. Calculation of the average relative number of messages in each 

systems of the QN 

Equation (2) is the equation of the Kolmogorov-Fokker-Planck equation for the 

probability distribution of the Markov process )(tξ . Therefore, the components of 

the average relative number of messages in the systems of the QN 

))(...,),(),(()(
21

tntntntn
n

= , where 







=ξ=

K

tk
MtMtn

i

ii

)(
))(()( , according to 

[2, 3], up to terms of order of smallness )(
2
εO  satisfy the system of ordinary dif-

ferential equations 

 ))(()(
'

tnAtn
ii

= , ni ,1= . (5) 

Using (3), system (5) is: 

 ∑
=

∗

µ=′
n

j

jjjiji tntltpttn
0

))(),(min()()()( .  (6) 

The right-hand side of (6) are continuous piecewise linear functions. These sys-

tems will be solved by splitting the phase space and solving in the areas of linearity 

of their right-hand sides. We define an explicit form of these equations in the areas 

of linear theirity of their right-hand sides. Let { }nt ,..,.2,1,0)( =Ω  - the set of com-

ponents indices of vector )(tn . We divide )(tΩ  into two disjoint sets )(
0
tΩ  and 

)(
1
tΩ : 

{ }1)()(:)(
0

≤<=Ω tntlit
ii

, { })()(0:)(
1

tltnjt jj ≤≤=Ω . 

For a fixed t  number of partitions of this type is equal to 
1

2
+n

. Each partition on 

set 








=≥= ∑
=

n

i

ii
tntntntG

0

1)(,0)(:)()(  will define disjoint sets )(tG
τ

 such that 
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





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cjjii tntjtltntitntltntG
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1
2,...,2,1
+

=
n

τ , ∪
1

2
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+

=τ

τ
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n

tGtG . 

Now we can write the system of equations (6) explicitly for each region .)(tG
τ

 

For instance, in region 

}0{)(  },,...,2,1{)(  :
01

=Ω=Ω tntA , 

which corresponds to empty queue in average in QS 
i
S , ni ,1= , we obtain the 

following system of differential equations: 

 ∑
=

∗∗

µ+µ=′
n

j

jjijii tntpttltpttn
1

000
)()()()()()()( .  (7) 

The solution of (7) for certain initial conditions can find the average relative 

number )(tn
i

, and hence the average number )(tKn
i

, of messages in each of the 

QS of the network. 

3. Example 

Consider a QN, consisting of four QS 
3210

 , , , SSSS , in which circulates 

000 30=K  single-type messages. We define the following probabilities of transi-

tions between the queueing systems of the network: 

)(1)(
0103

tptp −= , )(1)(
1210

tptp −= , 

)(1)(
2321

tptp −= , )(1)(
3032

tptp −= , 

)1)(cos(4.0)()(
1201

+== ttptp , 

)1)(sin(4.0)(
23

+= ttp , 

)1)(sin(2.0)(
30

+= ttp , 

0)( =tpij  in other case. 

Suppose that at the initial time all messages are concentrated in the system 
0
S , i.e. 

0)0( =
i
n , 3,1=i , and on the interval of time, in average there are no queues in 

systems 
i
S , 3,1=i . System (7) in this case would be:              
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

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3322320030
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3

2233231121
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1122120010

'

1

tnttntpttltpttn

tnttntpttntpttn

tnttntpttltpttn

  
(8) 

Obviously, if ))(),(min()()( tntltpt jiijiµ  is the flow of the average relative 

number of messages from system 
i
S  to system jS , the system of differential equa-

tions (8) corresponds to the well-known rule: the derivative of the average relative 

number of messages in each of the systems on the network is the sum of all flows 

of the mean relative number of messages, incoming into this system minus the sum 

of all flows outcoming from the system. 

The intensity of service requests in systems of the network will be given as the 

following functions: 

,5.01.0)( 
1

tt +=µ  ,5.033.0)( 
2

tt +=µ   

,05.055.0)( 
3

tt +=µ  .05.020)( 
0

tt +=µ  

Let the number of service lines in the system 
0
S  be set equal to 

]10)5sin(5[)( 
0

+= ttm , where ][⋅  - integer part of the number. 

System (8) is a system of linear differential equations with non-constant coeffi-

cients. The analytical solution of this system is difficult. For the numerical solution 

of differential equations of the form (8) mathematical computer system Maple can 

be applied. 

Figure 1 shows graphically the behavior of )(
2
tn  as a function of time. Similar-

ly, remaining components of vector )(tn  can be examined, which are the solution 

of (8). 

 

 

Fig. 1. Graph of 
2
( )n t   
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Conclusions 

The considered method of calculating of the average relative number of mes-

sages in systems of queueing network is valid only for heavily loaded networks, 

that is, in the case of a large number of messages .K  The accuracy of the method 

increases with the number of messages in the network.  
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