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Abstract. This paper contains an investigation of an open queueing network with positive 

and negative messages that can be used to model the behavior of viruses in information and 

telecommunication systems and networks. The purpose of research is investigation of such 

a network at the transient behavior. We consider the case when the intensity of the incom-

ing flow of positive and negative messages and service intensity of messages do not depend 

on time. It is assumed that all queueing systems of network are one-line. We obtained 

a system difference-differential equations for the state probabilities of the network. To find 

the state probabilities of the network in the transitional behavior applied a methodology 

based on the use of the apparatus of multidimensional generating functions. We obtained 

an expression for generating function. An example is calculated. 
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1. General information 

Information and telecommunications systems and networks are becoming more 

complex due to the need to improve the reliability of transmission and processing 

of information. Construction and study of the mathematical models to assess 

the quality of their functioning is an important task. Employment of the classical 

models of the queueing theory does not always provide adequate results, since it is 

necessary to take into account the model of the characteristic features of systems 

and the possible influence of various destabilizing factors, such as a sudden reac-

tion, penetration of viruses or the loss of transmitted or processed data. 

It is a network, which in addition to the ordinary flow (positive) messages 

is considered as additional Poisson flow of negative messages. On admission to 

the network system the negative message destroys one positive message if any 

are available in the system, thus reducing the number of positive messages in the 
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system by one. Then the negative message disappears from the network without 

receiving any service for itself. For example, in computer networks a “positive” 

message is a task (program), and “negative” applications are computer viruses. 

This reflects the fact that on admission to a computer network, the virus destroys 

or causes damage, infects one of executable programs, reducing the number of 

existing programs or queries in the system by one. Then the virus disappears from 

the network, without receiving any service for itself. It should be noted that the 

study of such networks at the stationary behavior was conducted in [1, 2]. 

2. Formulation of the problem 

Consider an open queueing G-network with n  single-line queueing systems 

(QS). In QS 
i
S  from the outside (from the system 0S ) an incoming flow of positive 

(normal) of messages intensity of +

i0
λ  and Poisson flow of negative messages 

intensity of −
i0
λ , ni ,1= . All flows of messages entering the network are independ-

ent. The service time of the positive messages in the QS 
i
S  exponentially distrib-

uted with mean 
i
µ , ni ,1= . Negative messages coming to some system of the 

network in which there is at least one positive message instantly destroy (destroy, 

remove from the network) one of them. On the assumption of an exponential 

distribution of service time of positive messages may not care about what kind of 

message is destroyed. After this, it immediately leaves the network itself without 

getting any maintenance in the QS. Thus, each QS of the network can be served by 

only positive messages, so in the future, when speaking about the positive mes-

sages service, usually for the sake of brevity they are called simply messages [3]. 

Each positive message is sent to the QS of the 
i
S  with probability +

i
p
0
, and the 

negative - with probability −

i
p
0
, 1

1

0

1

0
==∑∑

=

−

=

+

n

i

i

n

i

i
pp , ni ,1= . A positive message 

serviced in the QS 
i
S , with probability 

+

ijp  sent to the QS 
jS  as a positive 

message, with a probability 

−

ijp  - as a negative message, and with probability  

( )∑
=

−+

+−=

n

j

ijiji ppp

1

0
1  leaving from the network to the external environment 

(QS 
0
S ), nji ,1, = . 

The state of the network meaning the vector
 
( ) ),,...,,(),(

21
tkkktktk

n
== , where 

i
k  - the number of messages at the moment of time t  at the system 

i
S , ni ,1= . 

Lemma. Probable states of considered network satisfy the system of difference- 

-differential equations (DDE): 
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where 
i
I  - a vector of dimension n , consisting of zeros, except for the component 

with number of i , which is equal to 1, ni ,1= ; ( )




≤

>
=

0,0

0,1

x

x

xu  - Heaviside function. 

Proof. In view of the exponential service times of messages, a random process 

),()( tktk =  is a Markov chain with a countable number of states. The possible 

transitions in the state ),( ttk ∆+  for the time t∆ : 

1) from the state ),( tIk
i

−  with the probability

 

( )totkup
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∆+∆
++

)(
00

λ , ni ,1= ; 

2) from the state ),( tIk
i

+  with the probability
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3) from the state ),( tIIk ji −+  with the probability 

( ) )( totkup jiji ∆+∆
+

µ , ni ,1= ; 

4) from the state ( )tIIk ji ,++  with the probability )( totpiji ∆+∆
−
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6) of the remaining states with a probability
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Dividing both sides of this relationship by t∆  and taking the limit ,0→∆t  we 

obtain a system of equations for the state probabilities of the network (6). The 

lemma is proved. 

3. Finding network state probabilities 

Suppose that all systems of the network operating in high load, i.e. ( ) 0>tk
i

, 

0>∀t , ni ,1= , then the system of DDE (1) takes the form 
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Consider some sums, contained on the right side of (3). Let 
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And finally, for the last sum 
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Thus for the generating function the inhomogeneous linear differential equations 

(DE) 
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Since all of the QS networks operate under high load conditions, the last two 

expressions in the form of the sums in equation (4) will be zero, and it becomes 

homogeneous: 
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Transform (6) to a form suitable for finding the state probabilities of the 

network, expanding its member exhibitors in the Maclaurin series. Then the 
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Theorem. The expression for the generating function has the form 
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Example 

Let the number of QS at network equal 10=n . The intensity of the input stream 
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Figure 1 shows a graph of the probability for different t . 
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Fig. 1. The chart of the probability of the state ),,,,( t...P 222  

References 

[1] Bocharov P.P., Vishnevski V.M., G-networks: the development of the theory of multiplicative 

networks, Automatic. Telemekh. 2003, 5,  46-74 (in Russian). 

[2] Gelenbe E., Stability of product-form G-networks, Probab. Eng. and Inf. Sci. 1992, 6, 271-276. 

[3] Gelenbe E., Product form queueing networks with negative and positive customers, J. Appl. Prob. 
1991, 28, 656-663. 

2 4 6 8 

2.4×10
-9

3.4×10
-9

4.4×10
-9

5.4×10
-9

6.4×10
-9

…

P(2,2,…,2,t) 

0

1

10

…

t 




